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Chapter 1.  History of development and modern trends in materials 

fabrications for  MEMS and NEMS. 
 

 

 Micro- and nano-electromechanical systems represent rather broad and diverse 

technological areas, such as optical systems (micromirrors, waveguides, optical sensors, 

integrated subsystems), life sciences and lab equipment (micropumps, membranes, lab-on-chip, 

membranes, microfluidics), sensors (bio-sensors, chemical sensors, gas-phase sensors, sensors 

integrated with electronics) and RF applications for signal transmission (variable capacitors, 

tunable filters and antennas, switches, resonators). From a scientific viewpoint, this is a very 

multi-disciplinary field, including micro- and nano-mechanics (such as stresses in structural 

materials), electronic effects (e.g. charge transfer), general electrostatics, materials science, 

surface chemistry, interface science, (nano)tribology, and optics. It is obvious that in order to 

overcome the problems surrounding next-generation MEMS/NEMS devices and applications it 

is necessary to tackle them from different angles: theoreticians need to speak with mechanical 

engineers, and device engineers and modelers to listen to surface physicists.

 Micro/nanorobots and microactuators find their applications in various domains: 

microUAV in military, microrobots for in-body exploration in medicine, microactuators for 

microassembly and micromanipulation and for surface characterization with nanometric 

resolution, etc. In order to reach the severe performances required for these “micro/nano” 

applications—such as very high resolution, micrometric or submicrometric accuracy, and high 

bandwidth—convenient design of the actuators and convenient control of them are necessary. 

Smart materials like piezoelectric and electroactive polymers and flexible structures are among 

the best candidates to design the actuators, but their characteristics (nonlinearities, badly damped 

vibrations, etc.) require the use of efficient control techniques. In addition to these 

characteristics, the particularity of working at the micro/nano-scale (lack of embeddable sensors, 

high sensitivity to the environment, difficulty to directly sense, general uncertainties on the 

model used) makes their control even more challenging. Several researches have been carried 

out since many years with tremendous success; however, limitations still exist in terms of 

precision, operating speed, and reliability. Furthermore, emerging and new requirements in 

micro/nano-scale positioning bring additional challenges for the design and the control of the 

systems. 

 These challenges include the high axiscoupling in multi-degrees of freedom precise 

positioning systems, the limitations of the existing sensors to measure the signals in them, the 

high environmental (thermal, vibration...) sensitivity and the high noiseto- signal ratio as they are 



more and more small. During these last years, in order to tackle these challenges, advanced 

design concepts, where some are jointly coupled with control theory to include the performances 

at the design level, novel sensing and actuation combined technologies, noise measurement and 

resolution estimation techniques, and advanced control techniques with or without sensors have 

been developed. 

 Advanced probes and new fabrication techniques enable nanomaterials to pervade 

multiple disciplines, including physics, chemistry, engineering and biology. Nanomaterials have 

been extensively investigated with various kinds of morphologies (nanoparticles, nanowhiskers, 

nanorods, nanowires, nanoclusters, quantum dots, etc.) and compositions (semiconductor, metal, 

polymer, etc.). Impressive progress has been made on directed assembly and synthesis, structure, 

and property characterization, as well as nanoscale device concepts and performance by a 

diverse group of experts. However, in spite of continued advancements in various aspects of 

functional nanomaterials, numerous challenges must still be overcome at different stages for 

practical applications to be realized. 

 

 Concepts of micromechanical devices 

 Silicon deforms elastically and is a very robust mechanical material. Silicon has small 

thermal expansion, high speed of sound and very low intrinsic mechanical losses. There exist 

various methods for both isotropic and anisotropic etching of silicon. The well controlled 

anisotropic etching of silicon especially has enabled the fabrication of microscale mechanical 

structures and devices. When these mechanical characteristics and the micromachining are 

combined with the mass scale manufacturing solutions from the IC industry, we have a platform 

for producing micromechanical sensors and actuators in huge volumes at low cost.  

First mechanical characterization and experiments in chemical wet etching of silicon were 

already carried out in the 1950s; and the industrial scale MEMS was born in the late 1970s.  

Today the various devices and even smaller objects of our physical world are becoming 

extensively connected to the digital information networks. Small processors and communication 

capabilities can be integrated into a variety of small physical objects. The 

microelectromechanical components and systems (MEMS) developed over the past 30 years 

form the technology platform that enables sensing and even actuation in these small devices. 

 Most of the concepts of micromechanical devices and fabrication technologies go back in 

time to the 1960s and the early 1970s. The mechanical characteristics of single crystalline 

silicon, the anisotropic etching of silicon by potassium hydroxide (KOH) and several concepts of 

micromechanical devices were studied. An interesting example of early device concepts is 



shown in Fig. 1-  a resonant gate transistor based on a micromechanical resonator made of 

electroplated gold in 1967.  

Integration of micromechanical structures, such as resonators, was a natural continuum from 

the pre-silicon electronics to the early concepts of silicon integrated devices. The first 

commercial application by Hewlett Packard used a MEMS cantilever based frequency detector 

in frequency synthesizers in 1980. In spite of these early concepts, the development of practical 

commercial applications based on MEMS resonators has taken nearly 30 years, even today very 

few commercial devices exist besides the scientific instruments, such as, the resonating 

cantilevers of the atomic force microscopes and the biosensors .  

 The capability to create large arrays of similar components with precise dimensions 

enabled new device concepts. Furthermore, the possibility to benefit from the fabrication 

capabilities that were scaling up in the IC industry created the starting point towards the com-

mercial applications of MEMS. 

 
 

Fig 1  Resonant gate transistor published in 1968 

 

Ink Jet Printer Nozzles Create the Industry  

 This capability to manufacture precise components and arrays of micromachined 

structures practically enabled the ink jet printers during the 1980s. IBM demonstrated  the value 

of silicon micromachining to achieve the necessary printing precision with the integrated 

methods to control and manage the inks in the same micromachined device. The first mass vol-

ume application of silicon MEMS was created, and the ink jet printers became the main stream 

of printing in the growing information technology market.  



 The electrostatic control of ink jets  for printing purposes was studied in the beginning of 

the 1970s. The capability to etch the ink jet nozzles into the silicon wafer using anisotropic KOH 

wet etching and to integrate the control electrodes into the same device using thin film and 

semiconductor processes enabled the sufficient miniaturization to improve the quality of ink jet 

printing to the level where the commercial solutions were possible.  

 Still today the ink jet printer application forms one third of the total MEMS market. 

Today the printing is expanding as a paradigm to electronics manufacturing. Reel-to-reel 

manufacturing solutions based on either inorganic or organic inks will be one of the future 

solutions for manufacturing low cost electronics.  

 

Automotive Applications Drive the Reliability and the Quality  

 The automotive applications of pressure and motion sensors practically created the 

MEMS industry. The manifold air pressure (MAP) sensor introduced by Ford in the mid 

seventies was the first micromechanical sensor in mass volumes. The accelerometers  were 

introduced to replace mechanical switches in airbag launchers, and later they enabled 

sophisticated chassis control systems. The automotive industry already in the 1980s was 

characterized by advanced project management and quality control that included all the module 

manufacturers and subcontractors. The duration of product development projects was long and 

required a commitment for several years. The MEMS developers soon learned to apply these 

strict rules of project and quality management. The high requirements for reliability created long 

development projects with careful testing and verification phases. 

Even the simplest MEMS devices require insulating layers. The successful practical method 

was to use a sandwich of silicon and borosilicate glass wafers. The wafers were bonded together 

by a so called anodic bonding process. However, the difference in the thermal expansion of the 

glass and silicon wafers was a problem causing strong temperature dependence and even 

warping or buckling of the micromechanical structures. The solution was to use only very thin 

insulating glass layers between silicon wafers.  It was introduced glass wafers with thermal 

expansion characteristics that matched the silicon.  

 Bulk micromachining enabled several different products: pressure sensors, 

accelerometers, lab-on-chip devices, etc. As the bulk micromachining provided an inherent 

wafer level packaging of the micromechanical structures, the very accurate control of the gas 

damping of accelerometers or the reference pressure of the absolute pressure sensors was 

feasible.  The other paradigm was to grow a polysilicon thin film on top of a sacrificial silicon 

dioxide layer. The polysilicon film was anchored to the underlying silicon wafer and patterned to 

form the particular mechanical structure, e.g., the proof mass and the capacitor structures of an 



accelerometer. When the sacrificial silicon oxide layer was removed, the mechanical structure 

was released to move.  

 The promise of the polysilicon surface micromachining was in the integration of 

mechanical structures with CMOS electronics. The approach was very successful in the 

development of accelerometers for the airbag application that was not as demanding on the 

acceleration resolution. The thickness of the polysilicon layer determines the proof mass of the 

accelerometer, and the intrinsic acceleration resolution is inversely proportional to the square 

root of the proof mass. Thus the smaller mass of the polysilicon structures became a limiting fac-

tor for the application that required high acceleration resolution. After solving the challenge of 

wafer level encapsulation, the polysilicon surface micromachining provided smaller dimensions 

at lower cost, possibility for monolithic integration with CMOS devices and allowed more 

complex mechanical structures.  

 In the mid 1990s two disruptive technologies appeared. The deep reactive ion etching 

(DRIE) of silicon using an inductively coupled plasma source, the Bosch process, made it 

possible to etch deep high aspect ratio trenches into silicon. Secondly, the development of silicon 

on insulator (SOI) wafers enabled high quality relatively thick monocrystalline silicon layers for 

micromechanical structures. These technologies brought together the advantages of the bulk and 

surface micromachining. Through these innovative processes the MEMS technologies are 

becoming a true generic technology and manufacturing platform.  

 The CMOS electronics integration with MEMS devices has been an intensive topic of 

research and development. Both pre- and post- CMOS integration have been used. The key 

challenge has been the different pace in the development of MEMS and CMOS processes. In 

addition, the cost of the area on a CMOS wafer is getting increasingly more expensive; the 

CMOS components get smaller but the miniaturization of the MEMS devices is constrained by 

the sensor resolution and the necessary physical size. 

 

New Trends  

 At the end of the 1990s the micromechanical pressure sensors and accelerometers existed 

in relatively large volumes for the automotive industry. The sensor elements, signal conditioning 

electronics and the packaging were developed according to the automotive system and 

environmental requirements. When consumer electronics and mobile phone manufacturers 

became interested in sensors and other MEMS devices suitable for their products, immediately 

they faced some challenges:  

i) The interface electronics with sufficiently low power consumption and low supply 

voltage level did not exist.  



ii) Even though a large variety of packaging standards existed, the miniaturization had not 

addressed the critical requirement of thinness. 

iii) Strict requirements for sensor performance and reliability increased the cost, and the 

testing and verification during both product development and production were very 

expensive procedures.  

iv) Manufacturing volumes were not yet sufficient for consumer applications, and the lack of 

long-term commitment from the consumer industry did not support the investments to 

scale up the production capabilities. 

v)  Industry dynamics of consumer products and mobile phones were disruptive to the 

operations of the sensor manufacturers: emphasizing faster ramp-ups, shorter 

commitments, speed of innovation, and extreme cost consciousness.  

 
 

Fig 2 MEMS devices are moving towards consumer products and will enable the embedding of 

intelligence into human environments, i.e., the ambient intelligence 



 
Fig 3  Miniaturization of packaged MEMS accelerometers by ST Microelectronics. 

 
Fig 4  The estimated MEMS market trend. 

 

 Figure 2 illustrates the major shifts in the MEMS industry. The consumer products 

created a demand of lower cost MEMS devices with more relaxed requirements on performance. 

Especially, measurement electronics and packaging required rethinking. Figure 3 illustrates an 

example of the miniaturization of accelerometer modules for consumer products, for the game 

controllers and the mobile phones. In the early 2000s the ground was very fruitful for new 



innovation, and the global MEMS industry was very optimistic about these new application 

areas.  

Figure 4 shows a recent estimate of the growth of the MEMS component volumes. Even the 

total unit volume of MEMS components is expected to nearly triple during the coming five 

years, the total annual growth of the revenue is clearly smaller with roughly 14%. Most of the 

growth is expected to come from the consumer applications of inertial sensors, silicon 

microphones and RF MEMS. In addition, the significant growth of microfluidics systems in 

medical applications, such as, the drug delivery, may happen during the coming five years. The 

price erosion of the MEMS components can actually be even more dramatic due to the extreme 

cost competition in consumer products and mobile phones. Eventually, the new cost structure of 

MEMS devices will affect the automotive sensor market as well.  

 

Consumer Products 

From Wristwatch to Wearable Electronics 

 The measurement of human scale motion by accelerometers and angular rate sensors can 

be used to extract and recognize relatively complex patterns of human scale motion, such as, 

walking, running, climbing stairs. Figure 5 shows an example of a wearable pilot device 

developed by Nokia in 2003. The device was capable of detecting motion patterns and recording 

the daily activity of a person. Even more complex motion patterns, e.g., playing golf or 

exercising yoga, can be recognized, recorded and used to help the person to learn, repeat and to 

correct these complex motion patterns. Professional training methods thus become possible for 

any serious amateur sportsman, and eventually, the sports and gaming will merge into various 

interesting combinations of physical and virtual realities. 

 
Fig 5  Nokia Fitness Monitor pilot product that measures and recognizes various motion patterns. 

 

 The data projectors and projection displays became a new driver of MEMS development 

after the invention of micromirror devices at the end of the 1980s. The DLP technology by Texas 

Instruments was ahead of its time in complexity when it was first introduced in 1993. Based on 



digitally controllable aluminum micromirrors, the DLP chip enabled the miniaturization of video 

projectors when the personal computers became the primary tool for creating presentations. The 

miniaturization of data projectors has made them portable. The further miniaturization depends 

primarily on the power consumption and efficiency of the light source and the thermal 

management of the device. In addition to LED projectors also the laser sources, even RGB laser 

sources , are appearing. The micromirror based reflection devices will, however, meet a lot of 

competition from other technologies, such as, holographic displays that can be much more power 

efficient. 

Gaming  

 The future of user interface and human machine interaction may already be visible in 

computer games and game controllers. Ideas for using sensors and haptics in the user interfaces 

of gaming devices has been developed by several research groups during the last ten years.  

Figure 6 presents this kind of prototype device developed and published by Nokia Research 

Center in 2004. The detection of movements and gestures can be used to create an immersive 

gaming experience; a combination of a near-eye display, advanced audio functionality, gesture 

and body movement detection and a haptic feedback interface are ways to create virtual reality 

games or to augment the physical reality by virtual features. 

 
Fig 6  3D accelerometer and 2D angular rate sensor-based game controllers created by Nokia 

Research Center in 2004 

 

Medical Applications of MEMS Devices 

 

 Today the most important MEMS devices in medical applications are the microfluidics 

systems, pressure sensors for blood pressure monitoring and the accelerometers for cardiac 



pacemakers. The largest potential for new applications and business growth is related to 

microfluidics used in diagnostics and drug delivery.  

The micromachined structures have made it possible to handle very small samples of liquids in 

a reliable way. Furthermore, the MEMS miniaturization creates a possibility to use simultaneous 

parallel measurements in the same system. These highly integrated lab-on-chip solutions change 

the nature of the in vitro diagnostic devices. Multichannel integrated biosensors, advanced 

sample handling and new sensitive transducers will enable point-of-care devices that are capable 

of, e.g., cancer diagnostics or any other analysis of the genomes.  

 The continuous monitoring of physiological parameters of a patient opens opportunities 

for more precise diagnostics. In addition to monitoring of heart rate, ECG and blood figures the 

possibility to monitor and register the daily activity and context of the patient during these 

measurements gives more information that may have a correlation to the physiological data and 

that can help in the diagnostics. The continuous monitoring and the possible remote connectivity 

will open a new segment of wearable health care products. 

 

Mobile Phones and Mobile Multimedia Computers 

 The mobile phones have become digital cameras, music players, internet browsers, 

mobile TVs in addition to being communication devices that people carry with them always and 

everywhere. The mobile phones integrate a lot of functionality from consumer appliances and 

personal computers into a small integrated device. Figure 7 presents potential new arising trends 

in the mobile communication industry. Currently, the industry is shifting towards Internet-based 

mobile services. This is a clear consequence of new Internet-based business models and the 

ongoing convergence of mobile communication, information technologies and consumer 

electronics. 

 
Fig 7 Mobile industry in shift towards services and ambient intelligence. 



 

RF MEMS 

The development of reliable RF MEMS devices has, however, taken much longer than 

expected in the beginning. There are some fundamental dimensional constraints that make the 

integration of RF MEMS components to mobile devices challenging:  

i) The conductivity of even highly doped bulk silicon or polysilicon is not sufficient for a 

high enough quality factor for capacitors, inductors or switches in the frequency 

range of 1–5 GHz.Thus the use of metal film based micromechanical structures is 

required, leading to several other challenges. 

ii) MEMS resonators are limited to roughly 10 MHz frequency. At higher frequencies, e.g., 

in 1–5 GHz range, the fabrication tolerance of narrow electrode gaps, very high 

control voltages and the lower Q values of resonators limit the development of 

practical devices. Recently, the development of piezoelectric actuators for MEMS 

resonators has improved the efficiency of electrical coupling. 

 

Sensors and Actuators 

 The number of possible sensor applications in mobile devices is huge. Table 1 

summarizes some possible mobile device applications and their requirements for the sensor 

system. Even if it is possible to list a large number of use cases and applications, the key 

challenge is how to make the functionality so generic that it enables this multitude of 

applications for various consumers. 

 

 
 Based on the context information it is possible to build the applications for sports, 

gaming, gesture-based device control, user interface control and adaptation, automatic generation 

of image metadata, more sophisticated imaging algorithms, etc. Various sensor applications can 



be created using a generic software library that consists of routines to compute the various 

abstraction levels of context. 

 

Towards Modular Architectures in Consumer Products  

 The requirements for the MEMS-based technologies in the consumer electronics can be 

contradictory. There is a clear tendency towards modularity; the new functionality should be 

easy to implement in the devices. On the other hand, the large volumes create severe cost 

constraints. MEMS products with different levels of integration and complexity are needed, e.g., 

sensors varying from simple indicators to integrated complex intelligent wireless sensors.  

 Figure 8 presents a possible configuration of an intelligent sensor module for a consumer 

product. The typical features of such an implementation  are that the sensors and their primary 

signal conditioning circuitry are integrated into the same module. However, the system of Fig. 8 

has several other interesting features. An integrated low power DSP core and a specific hardware 

accelerator are used for sensor signal processing. The feedback to the actuators controlled by the 

sensor signals is computed locally to minimise the control loop delay. The efficient power man-

agement circuitry is used to control the various sleep and active states of the device. The 

regulation of MEMS control voltages and the system clock are integrated into the system. 

Optionally, a general purpose signal processor can be added for more complex computational 

tasks, such as, the asynchronous communication with the host processor. 

 
Fig 8 Architecture of an autonomous smart sensor module. (a) Sensor module that can be 

integrated via asynchronous digital communication interface. (b) Wireless autonomous device 

with its own energy sources and storage. 

 



Ubiquitous Sensing, Computing and Communication  

Merged Physical and Digital Worlds 

 The next possible phase of this development has many names: Ambient Intelligence, 

Pervasive Computing, Ubiquitous Computing (see Fig. 7). The networked devices embedded in 

our physical environment provide sensing, computing and communication services that can be 

accessed locally. When this localized information is connected to the global information 

networks that are capable of data aggregation, we will live in a responsive environment that 

knows our preference and adapts to serve our particular needs. The microsystems of sensors, 

processors and radios are essential enablers of these intelligent environments. 

 

Wireless Sensing and Sensor Networks  

The wireless sensor networks  are enablers for the Internet of Things and the future ambient 

intelligence. The sensor networks can be used for optimizing the logistics and transport; the 

possibilities to localize and to measure the condition of transported goods can be used to 

optimize logistics cost and energy consumption. The safety and security can be increased by 

more efficient sensor networks. 

 Table 2 summarizes the key figures of merit of the most important initiatives of wireless 

sensor radios, the Bluetooth, Zigbee and the Near Field Communication (NFC) standards. These 

standards have not been developed and optimized for actual multi-hop sensor network 

applications. The basic concept of these radios is related to connecting various sensors into a 

host device, such as, a mobile phone, that can be a gateway into the information networks.  

 A wireless sensor consists typically of a radio, a microprocessor, a small memory, and an 

energy source in one single robust package. Figure 8  presents a possible architecture of wireless 

sensor that has specific requirements related to the radio communication and autonomous 

operation: extremely low power consumption enabling energy autonomy, capability to wake-up 

the system by an external sensor signal or an external radio (i.e., a wake-up radio), and an 

efficient control of the measurement and signal processing duty cycles. Furthermore, the wireless 

sensor nodes need to be easy to deploy, self-configuring, extremely robust and fault tolerant 



 
Mobile Phone as a Sensor  

 As discussed before, soon 90% of the global human population will have mobile 

coverage. In some years these devices have become also sensors and computers that are 

inherently connected to the global information network. The mobile devices can have several 

roles in the context of ambient intelligence and sensor networks.  

 The mobile device is already today a user interface towards the global Internet based 

services and digital content, and the user interfaces of the mobile devices will have improved 

capabilities for this multimodal information. Secondly, based on the efficient radio solutions (see 

Table 2) the mobile devices are also becoming a user interface to access the sensors and other 

devices in the local environments. Figure 9  presents the paradigm of a mobile device as a trusted 

personal user interface towards the local and global information. 

 
Fig 9 Mobile phone as a gateway between local intelligent environment and global digital 

services and content.  

Future of MEMS Technologies  

 



 Silicon is a nearly perfect mechanical material and enables the micromachining of very 

precise structures. There are also some limitations related to the cost and the ultimate material 

properties. In microfluidics and optical applications, e.g., in diffractive optics, the use of polymer 

substrates and structures is much more inexpensive in large volumes. The sophisticated 

technologies for replicating the microstructures into polymer surfaces have been developed. The 

basic idea of the process is to fabricate the primary mechanical structure into the surface of the 

silicon wafer, deposit a metal film on top of the silicon structure and electroplate a thick metal 

layer (for example, a nickel layer). When the thick metal layer is removed from the surface of the 

silicon wafer, we have a mold to replicate the structure on a polymer surface, for example, using 

injection molding or hot embossing.  

In RF applications the conductivity of even the very highly doped silicon or polysilicon is not 

sufficient for a high enough quality factor for tunable RF capacitors, switches or inductors. The 

use of metal films has been a way to increase performance of the micromechanical components. 

The use of free standing metal thin films for tunable or switchable structures is shown to be 

possible. The behavior of metal thin films differs from bulk metals; for example, inelastic 

deformations are smaller.  

The novel nanomaterials will create a possible impact in the future MEMS. The use of carbon 

nanotubes as piezoelectric transducers has been demonstrated with good results. The use of 

bottom up grown silicon nanowires for resonators has been studied. Nanotechnologies will create 

new material solutions for MEMS, and possibly some new nanoscale mechanical structures, so 

called NEMS structures, will become commercially feasible some day.  

 Figure 10 illustrates a concept of a future consumer device based on polymer electronics, 

stretchable electronics  and new functional surface materials . The key attributes of such a future 

device are transformability, compliancy in terms of controllable flexibility and stretchability, 

extreme thinness and transparency. The integration of functionality will be based on reel-to-real 

assembly and printing of interconnects together with many active and passive printed 

components . This kind of device is still very far in the future but the first steps towards the 

novel integration solutions will be taken within the coming years based on printed electronics.  



 
Fig 10 A transformable and wearable device, based on stretchable electronics. Industrial design 

by  Nokia 

 

Platform for Nanoscience and Nanotechnologies  

 The MEMS has also created capabilities for the probing and manipulation of matter in the 

nanoscale. The atomic force microscopy based on micromechanical cantilevers and tips is one of 

the key methods for scanning, imaging and measuring nanoscale objects. The micromechanical 

probes can be used for accessing nanoscale systems and their dynamical properties. The 

micromechanical systems will play a significant role in developing the nanoscale electronics, 

functional nanomaterials and surface structures. 

The explosion of digital content in terms of images, music and videos creates an increasing 

need for high density, low power and intelligent mass storage systems. The magnetic hard disks 

will not scale to the memory densities that would fulfill these requirements.  

The micromechanical cantilever array has already been developed for nanoscale mass storage 

concept. Several companies, such as, IBM, HP, ST Microelectronics and Seagate, have been 

working for a concept called probe storage. The concept is based on reading, writing and erasing 



information on the surface of a polymer film, metal film or a magnetic film using a microelec-

tromechanical cantilever and a micromachined tip.  

 The IBM Millipede has a capability to read, write and erase dots on the surface of the 

polymer film with the pit resolution of 20 nm. The micromachined system is relatively complex 

with the array of cantilevers and the actuators to move the plate hosting the polymer film. 

However, the manufacturing of the MEMS system is feasible today; the challenge of the probe 

memory technologies is the stability of the nanostructures used for the memory 

 

 

 

 

 

 

 

  



Сhapter.2 CLASSICAL EFFECTS IN LOW DIMENSIONAL SYSTEMS 

 

 

There are two kinds of effects connected with low dimension of the systems. First of all there 

are the effects of space quantitisations.  Second set of effects are the classical effects caused by 

interfaces. From this point of view the next systems should considered as low dimension: small 

particles (mesoparticles); thin films and interfaces.  

Indeed the interfaces should be the causes of the changes of properties of solids. For example, 

the specific effects of the energy structure of semiconductors such as  вигин зон can be observed. The 

surface polaritons can be excited at the metal surface etc. These phenomena we shall consider in detail 

below and we shall see that decreasing of the dimensions of the systems leads us to the new world 

with the other wonderful properties characterized by bright effects.  

 

2.1. The conductivity of thin metal films   

 

 As it is well known the band electron in the perfect crystal moves under external electric field 

without scattering which lead to infinity conductivity. Indeed the relaxation time in this case  is 

infinitely large  τ→∞ , the electric conductivity becomes infinit   ( )ne mσ = τ → ∞2 /    (see 

Fig.2.1). Because under non zero temperature the perfect crystal does not exist, electrons at least will 

be scattered by the crystal lattice oscillations. The numerous mechanisms of electron scattering are in 

   

 

        

 

 

Fig.2.1. The electron moves through 

the perfect crystal  without scattering. 

Fig.2.2. The electron moves   

trough the real crystal  and scatters 

at the different defects  



the real crystals. In general the electron scattering processes caused by lattice defects. The processes 

lead to any relaxation time. This is the cause of electric resistance. Then, the electric conductivity in 

the crystal metal arises due to scattering processes. Image that any bulk sample of a metal or a 

semiconductor becomes thinner and thinner. When one obtains the thin film which thickness are about 

the free path  of electrons the processes of scattering at the interfaces become play an essentional role. 

These scattering processes can influence on the electric conductivity formation. When the 

characteristic relaxation times of the surface scattering are rather small the processes can determine the 

conductivity of thin film. Obviously, the processes should lead to increase of thin film conductivity. 

Then, one can hope to obtain the decreasing of electric conductivity of thin film. The effect of 

decreasing electric conductivity of thin film can be considered as nonquantum effect in low-dimension 

systems. The effect can arise when the additional scattering on the interfaces processes are 

characterized by rather small relaxation times. These scatterings obviously occur simultaneously with 

the electron scatterings on the lattice defects. The effect of increasing of electric conductivity in thin 

films arises obviously when the thickness of the film is about or smaller that the free path of electrons 

and relaxation time of scattering on the interfaces are smaller or about the smallest relaxation time of 

scatterings on the lattice defects.        

The general idea of change of conductivity of thin film can be simply formulated as the next: 

The conductivity of metal or semiconductor is determined by equation 2 */ne mσ = τ . The relaxation 

time one evaluates as /l vτ ≈ , with  l  the free path, and v averaging velocity of electron.  When the 

thin film interfaces put a geometric restrictions for the electron moving, the free path defends by the 

film thickness d. Then, relaxation time should be evaluated as /d vτ ≈ . These facts lead to changing 

of electric conductivity compare with the conductivity of bulk sample. 

Taking into account these circumstances K.Fuchs proposed the simple model for evaluation of 

conductivity of thin films. Analyze, following Fuchs, the influence of electron scattering by interfaces 

on the electric conductivity in thin films forming. As it was mentioned above, the spatial quantization 

processes will be neglected. Namely, one shall suppose that the film thickness is longer for de Broigle 

wavelength of electron.  

To evaluate the electron scattering by interfaces influence on the electric conductivity one 

writes Boltzmann kinetic equation          
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where f  is the distribution function of 

electrons,  E  is an electric field. If 0f  is a distribution function of unexcited state, then 0 / 0f t∂ ∂ = . 

When the shift from equilibrium state is small, one can use the relaxation time approximation 
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Because the film is inhomogeneous along its thickness (normally to the film plane – OZ axis of 

Cartesian coordinate system), one can write for the electrons distribution function  
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with де 1f   nonequilibrium part of distribution function. Then, Boltzmann equation has a form  
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Let one shall find the solution of  Eq.(2.4) in the form  
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with ( )F v  any function, which should be defined from the boundary conditions.  To obtain the result 

which can якісно describe the effects of contributions of scattering by interfaces one can use simple 

boundary conditions diffusion scatterings of electrons by the surface.  These boundary conditions 

 

 

 
Fig. 2.3.  Electron scattering by defects and 

surfaces in the thin film.  



mean that each of electron trajectories after electron collision with a lattice defect is finished by 

collision with surface. Electron distribution function in this case  does not depend on direction of 

electron moving. Moreover relaxation processes of electron scattering by the surface occur similarly to 

the processes in the volume.  Mathematically these circumstances are written as the next:  
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Taking into account the boundary conditions [Eq.(2.6)], one obtains the solution in the form    
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The current density defines by non-equilibrium part of electron distribution function   
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Then, total current through the film is obtained by integration along the film thickness   
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and  conductivity  is defined by standard equation      

 

 /J Eσ = .                                                 (2.10) 

 



When  d →∞  one can define from Eq.(2.9) the conductivity of bulk sample. As a result, one obtains   
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Let us analyze obtained result. In the case of thick film (when γ ~ 1), the relative change of the film 

conductivity is 
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Then, the difference between conductivities of a bulk sample and thick film is ( )( )3 / 8 /l d .  Namely, 

when film thickness is more the free path of electrons for 10 times, the conductivity correction is not 

more than 0,04. Then the conductivity of thick film is defined by conductivity of material from which 

the film is fabricated with the accuracy 4 %. In the case of thin film (when γ << 1) one obtains from 

Eq.(2.11)   
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The dependence of relative conductivity of thin film on the parameter γ in the case of diffuse 

scattering is shown in Fig.2.4 (curve 1). As we can see at the film thickness about 0.2l film 

conductivity decreases relatively the bulk conductivity 

for three times. Because the electron free path for the 

metals under room temperature is about 10-50 nm, the  

помітний difference between the bulk and thin film 

conductivities can be observed only for very thin films.  

The electron free path increases up to few hundred 

nanometers under low temperatures. Then the effects of 

difference of electric conductivity of thin film from bulk 

conductivity can be observed at the film thickness 10-50 

nm.        

 The method demonstrated above can be 

generalized for the case when the part of electrons are 

elastically scattered by the film interfaces (so-called 

mirror reflection). Let the part of electrons (p) are 

scattered by the upper and bottom surfaces of the film 

with the change of velocity direction (parallel to OZ 

axis) by opposite. The other (1- p) part of electrons are 

scattered diffusely with full loosing of drift velocity at 

the film surfaces. Approximately the value p can be supposed as constant. Then, the boundary 

condition can be written in generalized form    
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 Tking into account these boundary conditions, one can find from Eqs.(2.4-2.5)  

   0
1

1( , ) 1 exp  ,      0
1 exp( / ) z

x z z

feE p zf v z v
m v p d v v

+   ∂τ − −
= − >  ∂ − − τ τ   

,          (2.17) 

 

 

 

0,00 0,05 0,10 0,15 0,20 
0 

10 

20 

30 

40 

50 

4 
3 

2 
1 

γ 

bulk film/σ σ  

 
Fig. 2.4. The dependence of relative 

conductivity of thin film on ratio film 

thickness to electron free path. Curve 1 

corresponds to diffuse scattering by 

interfaces; curves 2-4 demonstrate the 

contribution of mirror electron reflecting 

by interface: 2 -  р = 0,2;  

3 –  р = 0,4; 4 –  р = 0,7 
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Then, solution of Eqs.(2.4-2.5) can be written in the form of Eq.(2.11) with 
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For the case of thick films (when γ > 1) one obtains    
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When thin film, the difference of film conductivity from the bulk conductivity one can find  
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The elastic scattering processes influence on the thin film conductivity is shown in Fig,2,4 (curves 2 – 

4). One can see that elastic scatterings strongly decrease the difference 

between the  film conductivity and bulk conductivity. Note, the more 

relative quantity of elastically scattered electrons (p), the less the 

difference. But the conductivity of very thin (γ = 0,05) film is in many 

time less than bulk conductivity.    

Considered method can be generalized for the case the elastic scattered 

processes as by interface as by upper film surface (Fig,2,5). This case, 

for example, corresponds to the film situated at the substrate.  Let р is 

the part of electrons – which elastically scateered by interface but q is 

the part of electrons which elastically scattered by upper surface of the 

film. In this case instead Eqs.(2.20) and (2.21) one writes  

 q 

p 

 
Fig. 2.5. Elastic electron 

scattering  by upper film 

surface and interface.   
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As one can see from the dependence of conductivity of 

thin film at the substrate, when the part p of electrons are 

elastically reflected by upper film surface and the part q 

of electrons are elastically reflected by interface "film-

substrate", the difference of film cnductivity from bulk 

conductivity is less than when only diffuse scattering by 

the film surfaces or/and elastic scattering only by film 

surface (Fig.2.6).  As we can see in (Fig. 2.6), 

conductivity of thin film less differs from bulk conductivity when parts p and q of electrons mirrored 

by upper and bottom interfaces, respectively than 

diffuse reflection and when only one interface 

reflects part of electrons mirrorly.    Fig.2.7 

demonstrates that simple Fuchs model adequate  

describes the behavior of conductivity of thin 

film which thickness is about (60 нм < d < 

160 нм). Then in this chapter using simple Fuchs 

model, we demonstrated the classical dimension 

effect of conductivity dependence on the film 

thickness. The dependence origins of additional 

electron scattering by the film interfaces when 

the film thickness is about the electron free path.  

Note, the simple model considered here does not take into account many other aspects of conductivity 

formation. For example the model does not take into account the processes of electron scattering by 
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conductivity of thin film on  γ:  curve 1 

corresponds to р = 0,2,  q = 0,2; curve 2 

corresponds to р = 0,5,  

q = 0,2;  curve 3 corresponds to р = 0,7 , 

q =0,3 

    

 

Ag 

Au 
Cu 

Fe*
 

0           40           80          120         
 

d, нм 

6 
 
5 
 
4 
 
3 
 
2 
 
1 
 
0 

σ,  Ом–1м–1 

 
Fig. 2.7.  The dependence of conductivity of thin 

metallic films on its thickness.  



interfaces of grain boundaries in the polycrystalline thin films. Nevertheless the model could be 

essentially improved by introducing the phenomenological parameter describing the electron 

scattering by the interfaces.     

 

2.2. The optical properties of nanostrutures  

   

Remember, we define the low-dimension object as such which dimension at least along one 

axis is much less than characterisctic length parameters of external factors. To low-dimension effects 

existence the linear dimension of the system should be about the characteristic length which play an 

essential role in formation of the effects. For example, when the linear dimensions of the system are 

less/about de Broglie wavelength the space quantization effects can be observed. To observe the 

'classic' dimension effect the wavelength of external radiation or thickness of the transitional layer at 

the surface of the object, or electron free path in the effect of enhancement of thin film conductivity 

considered above.    

The nano-technologies which nowadays demonstrate impetuous development has led to the 

necessity of consideration of electrodynamics of the systems, characterized by small linear dimension 

[1-3]. In particular this problem became actual for consideration of elctrodynamical properties of 

quantum dots [4,5] and quantum dot arrays [6,7], development of scanning near-field optical 

microscopy [8-10], electrodynamics of nano-composite systems [11-13], etc. In any aspect of these 

one can point to some achievements in solving these problems. Namely, some ideas of the local field 

were used as base for numerous works in which the nonlocal electrodynamics of quantum well [14-16] 

and quantum dot structures [17-19] were studied. The main idea of the most of these works is finding 

the local field at arbitrary point of the system under consideration. The distillation of local-field 

method was introduction of local-field factor which connects the short-range local field with long-

range external field (see, for example, the reviews [20-23]). The method is widely used and many 

results were obtained in the frame of the local-field method.  The next step of nano-particle 

electrodynamics is reformulation of constitutive equations from connection between the local current 

and local field to connection between the local current and external (long-range) field. This connection 

lies in the base of effective susceptibility concept discussed in the present work. This approach has a 

clear physical argument – only external long-range field is controlled in experiment. A local-field 

having the short-range nature can not be measured directly in experiment. One should note that term 



“effective” here has any different mean from term “effective” in the effective medium theory [24-27]. 

The effective medium theory is based on the idea of replacing the inhomogeneous (composite) 

medium by an equivalent homogeneous medium such that the fluctuations induced by restoring the 

heterogeneity average to zero.  Then, roughly speaking, the idea of effective medium theory is 

replacing one (having complicated structure) medium by another one – homogeneous simple medium 

characterized by some effective permeability [25].  Contrary to this, the idea of effective susceptibility 

concept consists in consideration an object (the nano-particle, thin film, etc.) which responds to 

external (probing) signal as a single whole. Then the linear response to the external field (effective 

susceptibility) is obviously the characteristic of the system. This characteristic is not trivial. Indeed, on 

the one hand the idea is to consider the system as a single whole but on the other hand the effective 

susceptibility connects the local characteristic of the system – the local current, which can strongly 

change from point to point inside the object – with the external long-range field acting on the system 

as a single whole. The advantage of effective susceptibility introduction is obviously the possibility to 

calculate the most of electrodynamical characteristics of the system because the local current 

distribution which is the source of the field, can be calculated in the frame of discussed approach.    

  

2.2.1. Linear responses to the local and an external field 

 

Contemporary electrodynamics dealt with small (nano) objects needs to distinguish local and 

external fields [20]. Let the external long-range field acts on the bulk sample made from homogeneous 

material which electrodynamical properties are described by dielectric constant ( )ijε ω . It is well 

known, in any bulk homogeneous material the local field ( , )iE ωR differs from the external ones 

(0) ( , )iE ωR  by dielectric constant ( )ε ω . Then, when the medium does not characterised by spatial 

dispersion, the local field can be defined via external field as   

 
(0)( , ) ( ) ( , )i iE Eω = ε ω ωR R .                                                    (2.24) 

 

 



In this case, when the external field, measured somewhere at infinity, depended on the coordinate as 
(0) (0)( , ) ( ) i
i iE E eω = ω kRR , the local field inside the bulk sample depends on coordinate of 

observation point only via  phase factor  

 

( , ) ( ) i
i iE E e ′ω = ω k RR ,                                                   (2.25)   

 

with ( )′ = ε ωk k  wave vector of the electromagnetic wave propagating inside a bulk. This local 

field is usually named the electric induction [28-29]. The dielectric constant shows the field 

enhancement (weakening) by the local currents inside the bulk induced by external field.  Differently 

other situation arises when one considers the acting long-range external field on the small particle. In 

this case, because near-surface transitional layer fills rather essential part of the volume of the particle, 

the local field will be strongly inhomogeneous. Then, the connection between the local and external 

fields can not be presented in a simple form of Eq.(2.24). To find this connection one should 

remember, that induced current and local field are connected by linear response to the local filed (or 

electrical susceptibility)1 

 

( , ) ( ) ( , )′ω = − ωχ ω ωR Ri ij jj i E .                                         (2.26)    

 

This relation is usually named as constitutive equation [28, 29]. The constitutive equation is not 

convenient for study of electrodynamics of small systems because the local field inside the particle can 

not be measured and controlled experimentally. Only external field can be controlled in experiment. 

Then, analogously to constitutive equation one can introduce the relation connecting the local current 

with external field.  

 

 (0)( , ) ( , ) ( , )′ω = − ωΧ ω ωR R Ri ij jj i E ,                                   (2.27) 

 

1 Of course, j in this equation is current density. But for simplicity here and below we shall suppose that the volume of the 
systems under consideration is equal unit and, then, say current instead current density. 

                                                 



One should note that the connection between the local current and external field [Eq.(2.27)] has an 

universal form. Indeed, in general case, because of nonlocal nature of the electrodynamic interactions 

this connection should be written in the form 

 
(0)( , ) ( , ) ( , )i ij j

V

j i d E′ ′ ′ω = − ω χ − ω ω∫R R R R R ,                         (2.28) 

with ( , )ij ′χ − ωR R  nonlocal tensor of linear response to external field. Taking into account that 

integration in Eq.(2.28) is over the particle volume and the external field in the most cases is the long-

range and very weakly changes in the distance about linear dimension of the particle, one can remove 

the external field from integrand and obtain Eq.(2.28), where the effective susceptibility has a form 

  

( , ) ( , )′ ′ ′Χ ω = χ − ω∫R R R Rij ij
V

d  .                                     (2.29) 

 

Then, the linear response to a local field is the characteristic of the material and linear response to an 

external field is the characteristic of the object made of this material. As a result, the knowledge of 

induced currents inside the system under consideration allows us to find the local field at any point in 

the system, which means the solution of the electrodynamic problem. Then one can to insist that 

effective susceptibility characterizes the most electrodynamical properties of the nano-system. 

 

 

2.2.2. Low-Dimension Systems. Electrodynamical point of view  

 

What is the reason of the difference in local field inside the bulk and inside the small particle? 

Obviously the differences are connected with contribution of interfaces. In the bulk materials the 

interfaces and transitional layers at interfaces fill only very small part of the volume of the object. On 

the contrary, the transitional layer fills the significant part of the volume of small particle (Fig.2.6).  

Then, one can think that when the object is acted by long-range external field, the local field inside a 

small particle strongly changes from point to point, but the local field inside a bulk strongly changes 

only in small region near the interface. Then, the thickness of transition layer is the parameter of linear 



dimension with the help of which one should compare the linear dimension of the system under 

consideration. Then, when the characteristic linear dimension of the object at any direction is about of 

length of transition layer, the object can be considered as low-dimensional. From this point of view the 

thin film with thickness h about of transition layer length l should be supposed as a quasi-two-

dimension object. Its electrodynamical characterization should be considered with taking into account 

the local field inhomogeneity. For example, the electrodynamics of such ultra-thin films could be 

developed in the frame of effective susceptibility concept.  What we should mean when say – 

transition layer? Of course, transition layers are caused, firstly, by changing lattice constant near the 

surface. Second, transition layer is caused by forth surface states and dangling bonds. The next reason 

of transition layer existence is surface impurities and defects, causing surface charges. From other 

hand, transition layer, or more precisely, the region near perfect interface may occur only due to 

existence of field gradients caused by interface.  One can point out some additional reasons of 

transition layers existence. Anyway, the interfaces are the reason of the transition layers existence. 

Then, one can point out, at least, two kinds of electrodynamically low-dimension systems. There are 

thin films (analogue of two-dimension objects), and small (nano-) particles which are the analogue of 

zero-dimensional objects.   All of these systems are under rapt attention in this work. 

Because the knowledge of effective susceptibility means the knowledge of solution of self-

consistent problem of local field characterization, calculating the effective susceptibility can be 

considered as the solution of main problem of the electrodynamics of nano-systems. To calculate the 

effective susceptibility of the systems under consideration one needs to calculate the self-consistent 

local field in the system.  Then one should to solve the equation which the local field is obeyed.  

 

 

~trans partV V

l 
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l 

Fig.2.6  Share of transition layer in the bulk (left) and small particle (right)  



2.2.3. Self-consistent equation 

 

Let the system consisting of the object embedded in any medium is acted by external field 
(0) ( , )iE ωR . It is well known [20-23], the local field at any point in the system under consideration   

can be found with equation   

 
(0)

0( , ) ( , ) ( , , ) ( , )i i ij l
V

E E i d G J′ ′ ′ω = ω − ωµ ω ω∫R R R R R R ,                       (2.30) 

 

where  ( , , )ijG ′ ωR R  is a photon propagator (Green function of Maxwell equations) [30-32] 

describing the light propagation in the medium in which the object of volume V is situated.  Because 

the local current and local field are connected by constitutive equation [Eq.(2.26)], one can rewrite 

Eq.(2.30) in the form 

 
(0) 2( , ) ( , ) ( / ) ( , , ) ( ) ( , )i i ij jl l

V

E E c d G E′ ′ ′ω = ω − ω ω χ ω ω∫R R R R R R ,                (2.31) 

 

with dimensionless electrical susceptibility (linear response to local field) 0( ) (1/ ) ( )jl jl′χ ω = ε χ ω . 

The equation for self-consistent field is usually named as Lippmann-Schwinger equation [20-23, 33]. 

One should note, that the electrodynamical properties of the material of which the object is made, are 

described by linear response to local field ( )ijχ ω  and should be found either from microscopical 

calculations in the frame of quantum theory (see, for example, the problem N159 in textbook [34], and 

refs. [37-39]) or from experimental measurements. Introducing the effective susceptibility 

0( , ) (1/ ) ( , )ij ij′Χ ω = ε Χ ωR R , which connects the current inside the object and external long-range field 

(see, Eq.(2.28)), one can write the solution of Eq.(2.31) in the form 

  
(0) 2 (0)( , ) ( , ) ( / ) ( , , ) ( , ) ( , )i i ij jk k

V

E E c d G E′ ′ ′ ′ω = ω − ω ω Χ ω ω∫R R R R R R R .        (2.32) 



From this point of view the effective susceptibility describes the electrodynamical properties of the 

system. Then, knowledge of effective susceptibility of the system allows us to calculate the local self-

consistent field at any point of the system under consideration.  

 

2.2.4. Effective susceptibility  

 

The effective susceptibility concept can be useful for developing of electrodynamics of low 

dimensional systems,  because allows to calculate the scattered (reradiated) field by the system via 

equation 

 
( ) 2 (0)

0( , ) ( , , ) ( , ) ( , )scatt
i ij jl l

V

E k d G E′ ′ ′ ′ω = − ω Χ ω ω∫R R R R R R ,           (2.33) 

 

where  0 /k c= ω . Integration in Eq.(2.33) is over volume 

in which the currents induced by external field are located. 

The formation of scattered field is schematically 

demonstrated in Fig.2.8. Namely, the external field acting 

on the particle generates the self-consistent current inside 

the particle. The current, for one's turn, is the origin which 

induces the scattered field. In general case this volume can 

be multiply connected. Calculation of effective 

susceptibility in this case is rather difficult problem and 

can be provided by direct solving the electrodynamical problem  or approximately in the frame of so-

called “pseudo-vacuum” Green function method [20, 37]. When the wavelength of external field is 

more longer then the characteristic dimension of the system, Eq.(2.33) can be written in the form 

 
( ) (0)( , ) ( , ) ( , )scatt
i il lE Eω =ℜ ω ωR R R ,                                        (2.34) 

with 
2
0( , ) ( , , ) ( , )il ij jl

V

k d G′ ′ ′ℜ ω = − ω Χ ω∫R R R R R                            (2.35) 

generalized reflecting coefficient.  

J(R′) 

J(R′′) 

E(scat) (R) 
E(0)(R′) 
 

Fig.2.8. Sketch demonstrates the 
scattered by small particle field 
formation 



When one studies the light reflection by thin film, one can make Fourier transformation in the film 

plane, or transmit to so-called k-z representation. As a result, the reflected field at cross-section z can 

be calculated as 

 

    ( ) ( ) (0)( , , ) ( , , ) ( , , )scatt film
i il lE z z E zω =ℜ ω ωk k k ,                              (2.26) 

2
0

0

( , , ) ( , , , ) ( , , )
h

il ij jlz k dz G z z z′ ′ ′ℜ ω = − ω Χ ω∫k k k .                        (2.37) 

 

2.2.5. Effective susceptibility of small particle2 

 

 Let us consider the interaction of small particle with external electromagnetic field radiating 

the particle. The self-consistent electromagnetic field at any point inside the system “medium-particle” 

obeys to Eq.(2.31). To find the effective susceptibility one should to use Eqs.(2.26) and (2.28) and 

write connection between local and external fields, supposing that reciprocal matrix ( ) 1
( , )

−
Χ ωRij  

exists.  

 

( ) 1(0) ( , ) ( , ) ( ) ( , )
−

ω = Χ ω χ ω ωR R Rj ij ik kE E .                                     (2.38) 

 

Then, one can substitute this connection in Eq.(2.31) and obtain 

 

          

( ) 1

2
0

( , ) ( , ) ( ) ( , )

                                                 ( , , ) ( ) ( , )  .

j kj ki i

ij jk k
V

E E

k d G E

−
ω = Χ ω χ ω ω

′ ′ ′− ω χ ω ω∫

R R R

R R R R
      (2.39) 

 

This equation is true for all points in the system, including all points inside the particle. Then, one can 

integrate both parts of equation over the particle volume  

 

2 Chapters 2.2.5-2.2.8 the students which do not interest the mathematical details could omit   
                                                 



( ) 1

2
0

( , ) ( , ) ( ) ( , )

                                                 ( , , ) ( ) ( , ) ,

j kj ki i
V V

ij jk k
V V

d E d E

k d d G E

−
ω = Χ ω χ ω ω

′ ′− ω χ ω ω

∫ ∫

∫ ∫

R R R R R

R R R R R
    (2.40) 

 

where  replacing the integration variables in last term of right part was performed. Supposing that local 

filed can be represented in the form 

 

( , ) ( , )ω = ω∑ kR

k
R k i

i iE E e  ,                                                  (2.41) 

 

one obtains from Eq.(2.40) 

 

( ){ 1

2

( , ) ( )

         ( , , ) ( ) ( , ) 0 .

kj ki
V

i
ik kj ij j

V

d

d G E e

−
− Χ ω χ ω +


′ ′+ω ω χ ω + δ ω =



∑ ∫

∫

k

kR

R R

R R R k
              (2.42) 

 

Because exponents are the complete set of orthonormal functions, to satisfy this equation one needs to 

put  

 

( ) 1 2
0( , ) ( ) ( , , ) ( ) 0kj ki ik kj ij

V

k d G
−

′ ′− Χ ω χ ω + ω χ ω + δ =∫R R R R .                 (2.43) 

 

Solution of this equation is 
1

2
0( , ) ( ) ( , , ) ( )ij il jl jk kl

V

k d G
−

 
′ ′Χ ω = χ ω δ + ω χ ω 

 
∫R R R R .                   (2.44) 

 



One should to note that obtained expression for effective susceptibility [Eq.(2.44)] is true under 

condition of nonzero of imagine part of determinant of the matrix 2
0 ( , , ) ( )

 
′ ′δ + ω χ ω 

 
∫ R R Rjl jk kl
V

k d G , 

and equation   2
0Redet ( , , ) ( ) 0

 
′ ′δ + ω χ ω = 

 
∫ R R Rjl jk kl
V

k d G  defines the eigenmodes in the system.  

 

 

2.2.6. Effective susceptibility of a film 

 

 Analogously to the case of nano-particle, one can 

calculate the effective susceptibility of a film. Discussed 

conception allows us to take into account the 

inhomogeneous along the thickness film, namely when 

dielectric constant is depended on z-coordinate (Fig.2.9). 

Then, one can write that linear response to a local field is 

depended on z   

( , ) ( , )χ ω = ε ω − δij ij ijz z  .                                             (2.45) 

Because the film is homogeneous in its plane (XOY plane in Cartesian coordinate system), one can 

perform the partial Fourier transformation in the film plane, then one can transform to the k-z 

representation. In this representation Eq.(2.31) has a form  

 

 (0) 2
0( , , ) ( , , ) ( , , , ) ( , ) ( , , ) ′ ′ ′ ′ω = ω − ω χ ω ω∫k k k ki i ij jl l

h

E z E z k dz G z z z E z .       (2.46) 

To calculate the effective susceptibility of the thin film one needs to differ at least two different cases. 

First, the film can be very thin – the case of ultra-thin film. It means that one can not say that light 

propagates across the film thickness. From this point of view, the film and light acting the film should 

be considered as a single whole. Namely one should consider the single excited system consisting of 

the film and electromagnetic field localized at the film. Then, when one would like to calculate the 

effective susceptibility of the ultra-thin film, one should consider the film as secondary source of the 

Fig.2.9 Sketch of thin film 
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“scattered” field, and make the calculation similar to demonstrated in Chapt.2.2.5 of this textbook. As 

a result, one can obtain for effective susceptibility of the ultra-thin film 

 
1

( ) 2
0

0

( , , ) ( , ) ( , , , ) ( , )
h

uf
ij il jl jk klz z k dz G k z z z

−
 

′ ′Χ ω = χ ω δ + ω χ ω 
 

∫k  ,  z h≤ ≤0 ,     (2.47) 

 

where the integration is over the film thickness. 

Definitely other situation arises when the thickness of the film is rather large, when the phase 

shift can plays the role. In this case, one should take into account a possibility of light propagation 

across film thickness. Other words, one should to solve Eq.(2.46) explicitly with taken into account 

processes of light propagation along the thickness of the film. The correct procedure of solution this 

problem was proposed in Ref.[42] when homogeneous isotropic material of film ( ( ) ( )ε ω = ε ω δij ij2 ).    

Unfortunately we can not point out to the method of finding effective susceptibility of the 

inhomogeneous film where the phase shifts can play the role. From other hand it is clear that only 

when thickness of the film is more (about) than λ/2 (λ is the wavelength of probing light) the phase 

shifts can contribute to optical properties of the film. Then, one has dealings with the thick film when 

its thickness / 2≥ λh . It means that one can use standard approach to calculate the field inside the 

film, taking into account the border conditions and reflection and transmission coefficients [28, 29]. 

To obtain the effective susceptibility of the homogeneous film with taken into account the wave 

propagation along the thickness of the film, one should use two equations of self-consistent fields [42]   

 

(0) 2 (1)
2 1 0( , , ) ( , , ) ( ( ) ) ( , , , ) ( , , ) i i ij j

h

E z E z k dz G z z E z′ ′ ′ω = ω − ε ω − ε ω ω∫k k k k ,       (2.48) 

2 (2)
1 2 0( , , ) ( ( )) ( , , , ) ( , , ) i ij jE z k dz G z z E z′ ′ ′ω = ε − ε ω ω ω∫k k k ,                    (2.49) 

where /k c= ω0  and  ... ... ...
h

dz dz dz
∞

−∞

′ ′ ′= +∫ ∫ ∫
0

 , because the integral is over all space outside the 

film. Performing solution of Eqs.(2.48) and (2.49), one obtains the connection between the current and 



external field. In the case of s-polarized incident field ( ) ( )( , , ) ( , ) i z
y yE k z E k e ηω = ω 10 0  this connection 

has a form 

 

( ){ }( ) ( )( , , ) ( ) ( , )i z i z i z
y yJ k z A e A e E k eη −η − η +η η+ −ω = ε ω − ε + ω2 1 2 1 10

2 1  ,         (2.50) 

 

where , , sinkη = ε − ϑ2
1 2 0 1 2  ,  A±  are a functions of  incident angle ϑ and frequency ω, 

depending on film thickness h and dielectric constants of environment ε1 and film material ε2 .  These 

functions can be easily found, but because of its very cumbersome form they are not shown here. As it 

easily can be seen the yy-component of effective susceptibility of the film has a form  

 

( ){ }( ) ( )( , , ) ( / ) ( ) i z i z
yy k z i A e A eη −η − η +η+ −Χ ω = ω ε ω − ε +2 1 2 1

2 1 .                   (2.51) 

 

 Analogously one can find the other components of effective susceptibility.  

 

 

2.2.7. Effective susceptibility of sub-monolayer of the particles covering a surface 

 

 The electrodynamic properties of sub-monolayer covers of surface of a solids should be studied 

when the different practice problem are considered. It, for example, can be the problems of SPR-

sensors of bio-molecules [43,44] ,  other problem is connected with problem of plasmons propagations 

along the surface covered by metal nano-particles [45-47]. The all these problems can be reduced to 

consideration the surface covering by the particles having any determined form, say, ellipsoidal-like 

(Fig.2.10).  The equation of self-consistent field has the next form 

 

( )( , ) ( , ) ( , , ) ( ) ( , )
N

i i ij jl l
V

E R E R k dR G R R E R
α

α=

′ ′ ′ω = ω − ω χ ω ω∑ ∫0 2
0

1

     
,            (2.52) 

 



where summation is over position each of the particles. Because the system is macroscopically 

homogeneous in the plane of a substrate, and linear dimension of the particles is much less than 

wavelength of testing light, and averaged distance between neighbouring particles are more than 

particle dimension, one can consider the system as quasi-point-like dipoles at the surface each of them 

polarizes as, for example, ellipsoidal particle. Then, one can write  

 

( , , ) ( ) ( ) ( ,ij jl l ij
V

dR G R R E R G r r
α

α
α α

′ ′ ′ω χ ω ≈ −∑ ∑∫
     

,         (2.53) 

 

with ( ) ( )jl M jlVχ ω = χ ω , and  ( )jlχ ω  the 

tensor of linear response of the ellipsoidal 

particle. Averaging over positions of the 

particles performed according to  

 

         ( )

2

( , , , ) ( ) ( , , )

        ... ( , , , )
( )

d                                                ( ) ( , , )
(2 )

N

ij jl l

N
i

N ijN

i
jl l

G z z E z

dd d d e G z z
S

e E z

α

α

α α α α
α=

− −
α−

α=

′−
α

− ω χ ω ω =

ω ×
π

′
′×χ ω ω

π

∑

∑∫ ∫

∫

k r r

k r

r r r

kr r r k

k k

1

1 21 2
1

1
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            (2.54) 

gives  
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             (2.55) 

 

Fig.2.10. The surface covered by ellipsoidal 
particles 



where n is concentration of the particles at the surface of a substrate, r is the coordinate in the layer 

plane, rα is the position of α-th particle in the layer plane.  Then, the equation of self-consistent field 

written in the k, z - representation has a form 

 
( )( , , ) ( , , ) ( , , , ) ( ) ( , , )i i ij jl lE z E z nk G z z E zα α α αω = ω − ω χ ω ωk k k k0 2

0  .           (2.56) 

 

Taken into account that ( )jlχ ω  is a response to a local field, one can write  

 

                             ( )( , , ) ( ) ( , , )l jl jE z P z
−

α αω = χ ω ωk k
1

 ,                                       (2.57) 

 

where ( , , )jP zα ωk  is the polarization of the sub-monolayer film in k-z representation. Substitution of 

Eq.(2.57) into Eq.(2.56) gives us the equation connecting the layer polarization and an external field 

 

  ( ) ( )( ) ( , , ) ( , , ) ( , , , ) ( , , )ij j i ij jP z E z nk G z z P z
−

α α α αχ ω ω = ω − ω ωk k k k
1 0 2

0 .      (2.58) 

 

 

It should be noted that one supposes in Eqs.(2.56)-(2.58) that all particles are situated at the same 

distance  zα from the surface.  The solution of Eq.(68) has a form 

 

         ( )( , , ) ( , , ) ( , , )j a ji iP z z E zα αω = Χ ω ωk k k0   ,                                   (2.59) 

 

where   the effective susceptibility 

 

( )( , , ) ( ) ( , , , )ji a ji ijz nk G z z
−−

α α
 Χ ω = χ ω + ω  

k k
11 2

0  .                         (2.60) 

 

One should to note that obtained expression for effective susceptibility of the submonolayer cover is 

remarkable because of as concentration as shape (and dimension) of the particles define the 



susceptibility.  This, for example allows develop the methods of modeling of submonolayer covers 

optical properties which can be useful for determination of concentration, shape, and dimensions of 

the particles by simple optical measurements [44].     

The optical response of the quasi-pointness dipole two-dimensional lattice was considered in 

[48]. The effective susceptibility of the dipole layer was calculated too.  

 

 

2.2.8. Calculation of self-action field inside of nano-object 

 

The self-action field (local-field reaction) 

is the important characteristic of the nano-particle. 

It defines, in part, the Lamb shifts of the energy 

levels of quantum dot, and, generally, the linear 

response to the external field. Let us suppose that 

one needs to calculate the field, which is caused by 

the currents induced in the particle, acted at any 

point inside the particle. Then one needs to 

calculate the field scattered by the particle inside 

the particle. Other words, one should to calculate 

the field which in the frame of effective susceptibility concept has a form 

 

       ( ) 2 (0)
0( , ) ( , ) ( , ) ( , )′ ′ ′ ′ω = − − ω Χ ω ω∫R R R R R Rsa

i ij jl l
V

E k d G E ,   V∈R  .            (2.61) 

Because Green function has an singularity at ′=R R , the problem of calculation of self-action field, 

when V∈R  exists. The method of calculation of integrals similar to 

  

         ( , ) ( ) ( , )ij jl l
V

d G E′ ′ ′− ω χ ω ω∫ R R R R ,                                      (2.62) 

when V∈R was discussed in Refs. [49, 50]. The method proposed in these refs. named as inclusion 

volume method is widely used, especially when numerical calculations in near-field [32, 51,52]. 

Calculation of self-action field in the frame of effective susceptibility concept has some specific 

R 
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R′ 

Fig. 2.11. Sketch illustrating the creation of 
 δ-domain to calculate the self-action field 



features, which we demonstrate here.  To calculate the self-action field let one choose the small region 

at point R (see, Fig. 2.11), and rewrite right part of (2.61) in the form 
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In the near-field limit one can suppose that  
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Taking into account this circumstance, one can write for effective susceptibility 
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One can see, that two first terms in the right part of (2.66) is not singular but the third term is singular. 

Then, one can evaluate  
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From this equation one immediately obtains 
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As a result last term in (2.63) can be rewritten in the form 
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 It means that self-action field in the frame of effective susceptibility concept will be reduced to 

calculation of nonsingular terms 
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Because of effective susceptibility can be calculated in many instances analytically, Eq.(2.70) can be 

useful for numerical calculations.    

 

2.2.9. Effects of low dimension in nanooptics 

 

 To demonstrate the discussed concept we will calculate the absorption profiles when 

inhomogeneous thin nano-composite films with different distributions of inclusions along the film  

absorbs the incident light beam, dispersion of electromagnetic waves localized at the submonolayer 

film of metallic particles situated on the surface. First, we consider the light absorption by thin nano-



composite film with inhomogeneous distribution of inclusions. To calculate absorption profiles one 

should to find the energy of external field which is absorbed by the film per unit of a time. The energy 

of monochromatic radiation of wave vector k absorbed by the film can be presented as Joule heat and 

calculated according to 
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with local current Ji(k,z,ω) and local field Ei(k,z,ω), which are induced inside the sample by external 

radiation of the field (0) ( , , )iE z ωk . The next designation 
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which means the averaging over long-time period, is used in Eq.(2.71) , and  
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means the averaging over film thickness. 

Then, making these averagings and taking into account that Eq.(2.47) can be rewritten in the form 
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local-field correction factor, one obtains 
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One should take into consideration that due to in-plane isotropy of 

the film, the linear response to a local field tensor has the structure 

 

( , ) 0 0
( , ) 0 ( , ) 0

0 0 ( , )
ij

z
z z

z⊥

χ ω 
 χ ω = χ ω 
 χ ω 




.                                  

(2.77) 

 

When  absorption  of  normally incident light (XOZ is the incidence plane), the absorption profile can 

be written in a form 
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                       (2.78) 

where I(ω)=Q(ω)/I0(ω), and   
2(0)

0 ( ) ( )yI Eω = ω  is the intensity of 

incident beam. As it can be easily seen 

from Eq.(2.78), the absorption of 

external field energy is determined by 

imagine part of linear response to the 

local field tensor. The local-field effects, 

for one's turn, are described by local-field correction factor Ωyy|k,z,ω|2. Now we shall calculate the 

absorption profiles for the thin film with different distributions of inclusions along the film thickness. 

For example, we consider homogeneous (Fig.2.12a), Gaussian-like (Fig.2.12b), and key pattern 

(Fig.2.12c) distributions of inclusions inside the film.  It was supposed that films of thickness 98 nm 
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Fig.2.12. Sketch of the 
films with different 
distribution of inclusions 
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Fig.2.13. Absorption profiles of the Teflon films with 
homogeneous (1), Gaussian-like (2), and key pattern 
(3) distributions of gold inclusions. 



consists of Teflon matrix in which the gold spherical inclusions are embedded. The volume part of 

inclusion was supposed 0.1. The half-width of Gaussian-like distribution and width of the step of key 

pattern were  supposed  0.4 h. The results of calculations of absorption profiles are presented in 

Fig.2.13. All curves are normalized on the particle number. We can see that different distributions of 

inclusions lead to different spectral properties of the nano-composite film. As a results, one can assert 

that effective susceptibility concept is adequate approach to describe the optical properties of nano-

composite thin films with different distribution of the inclusions along the 

thickness.   Because of proposed approach is based on the using of initial 

susceptibility which can be calculated in the frame of effective medium 

theory, one easily can calculate the absorption spectra of thin nano-

composite films with shelling particles [57] or three-component nano-

composite thin films [58].  

Very important characteristic of optical properties of thin films is 

the dispersion of electromagnetic waves localized at the submonolayer film 

of metallic particles at the solid surface. The approach based on a  concept 

of effective susceptibility can be easily  

used for description of resonant properties of the nano-systems. Indeed, as it can be seen from 

Eq.(2.60) , the equation 
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describes the condition of existence of the eigenmode in the system under consideration. Here ( )jiα ω  

is the electric susceptibility of a single particle at the surface. This eigenmode is the electromagnetic 

wave localized at the submonolayer film situated at the surface. Let us suppose that the surface is 

covered by the particles of ellipsoidal shape. The particles are oriented of its main axis normally to the 

surface (Fig.2.14). In this case the initial susceptibility tensor (linear response of a single particle at the 

surface) has a form  
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Fig.2.14. Elipsoid-
like metal particle  
at the surface  
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The normal ( ⊥α ) and lateral  (α

) components of the tensor have the next form 
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with 
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and || ,⊥m is the depolarization factor, which describes the influence of the particle shape on its 

electrodynamical properties [54]. In the case of the particle shape as a prolate ellipsoid ( h h⊥ >  ) the 

components of depolarization factor have a form [54]  
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 ,    (2.83)                                                

Using Cartesian coordinate system in which the XOY plane coincide with the surface of a substrate 

and wave vector of “surface” wave is directed along OX axes, Eq.(2.79) reduces to two simple 

dispersion relations. One of them describes the s-polarized wave 
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Another equation describes a dispersion relations for p-polarized wave 
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This electromagnetic waves are an evanescent waves, localized at the covered by the particles surface. 

The cover of nano-particles strongly influences on the dispersion properties of surface plasmon 

polariton. In particular, the additional branches of p-polarized waves arise. There are four branches of 

dispersion curves when ellipsoid particles cover the surface [55]. At that the shift of the dispersion 

curve of surface plasmon polariton can be observed.   In Fig.2.15 the influence of the surface cover by 

the particles having shape as prolate ellipsoids ( ,h nm h nm⊥ = =2 1 ) on dispersion curve of surface 

plasmon polariton is shown. Concentration of the particles were chosen n =1012 part/cm2 . Fig.2.15b 

demonstrates that small shift of the dispersion curve due to covering layer can lead to rather 
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Fig.2.15. The influence of nano-particle cover on dispersion of surface plasmon (a). Shift of 
the dispersion curve caused the cover of prolate particle (b). The shift of the SPPR curve (c) 
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appreciable shift of the curves of surface plasmon polariton resonance (SPPR), which can be observed 

experimentally [44]. Because the shift of SPPR curve is strongly depended on the shape of the particle, 

there is a possibility to define the concentration and shape of the particles with measurement of 

dispersion curves of surface plasmon polariton and SPPR. In particularly, one can think that the 

experiments of this kind can give some information about albumen state at the surface.  This idea can 

be used for sensorics. For example, if golden surface is modified with special kind of molecules which 

interact only with certain type molecules (say, red one), the surface plasmon polariton resonance will 

be observed at different angles with and without adsorbed to the surface molecules (Fig.2.16).       

 

 

 

 

 

 

Fig.2.16. The SPPR sensor of certain  type molecules. Solution with very low concentration of red molecules 
characterizes of SPPR at small resonance angle (about 630). When concentration of red molecules increases 
The resonant curve shifts to greater angles (about 670). 



Chapter. 3 Quantum-size effects in semiconductor heterostructures 

 

  In the case when linear dimensions of the system become about of de Brogile wavelength of 

electron, the electron properties of the system can drastically change. Namely, the electron properties 

become strongly depend on boundary conditions, which demand the the continuity of the wave 

function and its derivatives at the interfacses. These demands are the result of wave nature of quantum 

particles and reflect the formation of  standing wave at the domain of electron confinement (the region 

of electron localization). Then, the electron confinement arizing is depended on as the boundary 

conditions as linear dimensions of the system. It is clear that the systems in which the spatial 

quantization effects can be obsevrated should be, at first, the linear dimension about de Brogile 

wavelength, and, second, the quantum coherence conditions have to be satisfied. Do the space 

quantization effects observe in the real semiconductor systems? Or, could the real semiconducting 

systems with linear dimensions about of electron de Brogile wavelength be fabricated. Consider the 

Fig.3.1 in which the dependence of electron de Brogile wavelength on the effective mass is presented. 

We can see that the characteristic values of de Brogile wavelength lie in the range of 10 – 80 nm. 

Then, the effects of spatial quantization can be observed in the semiconductor systems linear 

dimensions of which are about 10 – 80 nm.    Then, to observe the spatial quantization effects one 

needs to establish the      

 
3.1. Electron fundamental lengths   

  As it is well known, electron inside the semiconductor characterizes by effective mass m*, which is 

usually smaller than free electron mass. Then electron 

de Brogile wavelength in semiconductor is more thnan 

the free electron de Brogile wavelength  
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Fig. 3.1. The dependence of de Brogile 
wavelength of electrons in semiconductors 
at T=300 K on effective mass 



m*/m = 0,172 , and for  SiC  m*/m = 0,41. Then we can calculate using Eq.(3.1) the absolute values of  

electron de Brogile wavelength for these semiconductors. The results are shown in Fig.3.1.  

 Consider at which dimensions of the systems one can hope the spatial quantization effects. Let 

the geometrical dimensions of semiconductor sample are Lx×Ly×Lz. Suppose for definitely that 

Lx<Ly<Lz. When the system under consideration is homogeneous and scattering processes are weak, 

then one can think that the electron moving is quasiballistic. Then only linear dimensions of the 

system one should to compare with electron de Brogile wavelength. Because integer half-wave de 

Brogile can be along the thickness of any confines system only discret numbers of electron states can 

be in the system. Then the electron moving in the restricted sample can be quantized. The conditions 

of quantizations can be defined with the next hierarchy of lengthes: 

 – three dimension (3D) electron moving can be in the bulk sample when  

 

                        , ,B x y zL L Lλ <<  .                                                  (3.2) 
 

In this case electron behaves like a free particle with effective mass m*; 

   – two dimension (2D) system, or quantum well is the system in which quantization occurs 

along one of the axis (say Ox). Along the zOy plane the electron moves as free particle with effective 

mass m*  

                                      ,B x y zL L Lλ ≅ << ;                                                          (3.3) 

 

– one dimension (1D) system, or quantum needle (quantum wire) is the system in which the 

quantization occurs along two dimensions,  as well electron moves as a free particles along quantum 

needle direction: 

                       x y B zL L L≅ ≅ λ << ;                                                         (3.4) 

 

– zero-dimension system, or quantum dot forms when spatial quantization occurs along all 

three axes. In this case: 

 

B x y zL L Lλ ≅ ≅ ≅ .                                                         (3.5) 

 



Тake into account now, that in the real systems electrons are under action of scattering processes. The 

scattering leads to stochastization of elecrom movies. Due to this reason, electrons  leave off be 

quantum objects. Scattering processes could be devided on two kinds – ellestic and nonellastic.    

When the electrons are scattered ellastically only pulse can be changed. Opposite to ellestic 

processes unelastic scattering result change as pulse as energy.  

Consider the influence of different scattering processes on the electron quantization. Let the 

electron ellestic scattering by the lattice imperfection, say by impurity, (see, Fig.3.2). If initial electron 

state was characterized by wave function ( , )i tΨ r and wave vector /i i=k p  . After scattering its wave 

vector becomes and will be equal to /sc =k p  . Due to ellestic scattering electron energy does not 

change. Namely, ( ) ( )iE p E p= = Ω . Then, electron wave function which before scattering has a form  
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Fig. 3.2. The changing of wave 
vector and wave function at 
elastic electron scattering 



As it is well known, 2| |Ap defines the probability to find 

the particle with the pulse p  after scattering. Incident and 

scattering waves form the complex wave picture. At 

elastic electron scattering the essential feature of the 

picture is the wave function phase conservation.   As a 

result the square of modulus of wave function (3.7) is 

undependent on the time: 

 
2 2( , ) ( )sc tΨ = ψr r .                              (3.8) 

 

Then, the ellestic scattering does not disturb of phase coherency of electron moving. If eτ  is an 

average time between two acts of elastic scattering, the average mean free path of electron is  

 

e el v= τ ,                                      (3.9) 

 

with v  average electron velocity. Then, there is an electron coherency at the distances larger than le .  

When the electrons are scattered unellastically (Fig.3.3), enstead Eq.(3.7) one obtains  
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In this case the square modulus of wave function depends on as coordinate as time. Then, in this case 

the coherency is broken.  

Let Eτ  is an average time between of two inelastic collision and average electron free path at inelastic 

scattering is  LE . Then, electron conserves the quantum coherence at the distances less than LE . The 

distance LE usually is more large than the distance le. It means that electron scatters many time before 

its energy noticeably decreases (see, Fig.3.4). As aresult the electron moving becomes chaotic (the 

stochatization effect occurs) and its average displacement for the time Eτ  is defined by diffusion 

coefficient D  

/ii pk =  

/scsc pk =  

isc kk ≠  

Fig. 3.3. The changing of wave 
vector and wave function at 
unelastic electron scattering 
 



 

 

E   ,      ( )E E eL D= τ τ >> τ .                                        (3.11) 

 

Diffusion coefficient can be written as  
2

evD τ
=

α
,                                                   (3.12) 

 

with parameter α = 3 for 3D electron gas,  α = 2  for 2D and α =1 for 1D electron gas. When  the 

temperature incteases, the number of electrons, which can take part in the electron transport, increases 

and the more numbers of electron with different energy can take part in the cynetic processes. The 

electron coherence in this case is broken. Indeed, if B Fk T E<< , each electronic state has similar 

amplitude but slightly different phases. Up to the difference is rather weak, the averaging over the 

electronic states inside the distribution function of electrons (which are slightly broadening by 

temperature) does not disturb its phase. As a result the coherence is conserved. When the temperature 

increases when electrons with different energies take part in the kinetic processes, the coherence of the 

system become broken due to the averaging over electron energy states occurs with rather wide 

broadening. Let LT is the characteristic length at which the coherence of the system becomes broken 

due to nonzero temperature. The temperature broadening of distribution function is proportion to Bk T  

and results to phase broadening which changes with time as ( / )Bt k T⋅  . Then, to evaluate the 

broadening time one can use the equation  

LE 

le 

Fig. 3.4.  The gain of stochastic electron moving due to elastic and inelastic 
scatterings.  



T
Bk T

τ =
 .                                                              (3.13) 

 

When scattering processes are elastic, electrons diffuse to the distances about Dt  for the time t . 

The time are usually more than averaged time of free path τе . It means that during the time τТ electron 

diffuces by temperature moving for the distance    

/T T BL D D k T= τ =  .                                                 (3.14)   

Then the electron coherence is briken at the distances mure than LT  .  

Note here we will concider the electron systems the electron states of which are coherent. 

 

3.2. Heterostructures. Quantum wells, quantum needles, quantum dots  
 

The heterostructure is formed when more that two different materials connected to one 

structure with interfaces between the materials. The conditions under which the heterostructures are 

foermed are considered in other chapters of the textbook. 

The simplest amd most prevalent heterostructures are quantum wells. The modern technologies 

allow to fabricate the interfaces between the different materials of almost prefect. Then, transition 

layer firming the interface fabricated with molecular beam epytaxy technology can be monoatomic. It 

means that in the most cases to describe the heterostructure electronic properties one can suppose the 

perfect interface. The simplest example of heterostructure are two semiconductors with one interface. 

The interface often is named as heterocontact. Well known heterostructures is  SiO2-Si heterostructure 

with very small dencity of the defects at the interface. There are wide using the pairs of 3-5 

semiconductors GaAs-AlGaAs; GaInAs-InP; GaInAs-AlInAs; GaSb-AlSb; GaN-AlN etc. There other 

heterostructures formed with 2-6 semiconductor compounds, namely CdZnSe-ZnSe; ZnSTeSe-ZnSSe 

etc.  

Note, the main purpose of heterstructures fabrication is the controlled modification of energy bands 

in the structures. Other words, the heterostructures could be considered as an artifical materials with 

predetermined properties. The different kinds of heterostructures energy diagramms are shown in 

Fig.3.5. The two types of heterostructures with a single interface are shown in Figs.3.5 (a) and (b); the 



different types of heterostructures with two interfaces are shown in Figs.3.5 (c) and (d); The 

multiinterface heterostructures are shown in Figs.3.5 (i) and (f); 

The idealized pictures of three types of heterostructures – quantum wells, quantum needles and 

quantum dots will be considered below.  
 

 

 

3.3. Quantum wells  

Quantum well can be fabricated when a single thin layer of the semiconductor material is 

grown between of two other (usually wide-gap semiconductors) materials (See, Fig.3.6). The 

energy gap dissolubility leads to electron confinement inside a well. Then the electron movement 

will occur in the restricting potential. One can without loss of generality consider  the rectangular 

potential as the model for electron properties of quantum well (QW) studies. Then we consider the 

idealized potential shown in fig.3.6:   

Fig. 3.5. The energy diagrams of different 
heterostructures  
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with Vb and L the depth and wide the 

quantum well, respectively. Because of the 

electrom moving inside the QW plane is a 

free, one canwrite the wave function in the 

form    

( , , ) ( )x yik x ik yx y z e z+Ψ = χ .      (3.16) 

 

Then, Schrödinger equation can be written as equation for unknown function χ(x) 
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Here || ( , )x yk k k= , and ( )2 2
|| / (2 *)k m  is a kinetic energy of electron moving with effective mass  *m  

along the quantum well plane (xOy). Denote  
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Because of  Е is a full energy of the particle, then ∈  is an energy of the electron moving in the 

direction normal to хOу plane, or transverse moving. Then one should to solve the one-dimension 

problem  
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Fig. 3.6. Quantum well as thin semiconductor film 
between thick layers of wide-band materials (a) and 
idealized energy diarram of the structure (b) 
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3.3.1. The bound states of electrons 

 

According to general properties of Schrödinger equation one can expect the two types of the 

equation solutions. Namely, at  ∈ < Vb  electron moving will be restricted by energy well barriers. But 

at ∈ > Vb the electron moving will be infinite which corresponds to unbounded electron states. The 

exsistance of nonzero solutions of Eq.(3.19) when ∈ < Vb is possible only electron energy will be 

descrete.   

The solution of Eq.(3.19) outside the well has a form  
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where *( ) / .= − ∈− b bk m V 22  The solution inside the quantum well has a form  

 

( )  , when   | | /χ = ⋅ + ⋅ ≤z cos sin 2w wC k z D k z  z L ,                              (3.21) 

 

where * / ,= − ∈ wk m 22  A, B, C, D are the constants which are determined from the standard 

boundary conditions for wave functions.  As a result, one obtains the algebraic system for unknown 

values A and C for even solution 

 

/ =wC k L A,cos 2                             (3.22) 

/ .=w w bCk k L Aksin 2     (3.23) 

 

To exsistance the nonzero solutions this system its determinant should be equal to zero. This condition 

leads to  

/ / .=w wbk L k ktg 2                         (3.24) 

Analogously one obtains for odd solution  

/ / .= −w wbk L k kctg 2                 (3.25) 



The analysis of Eqs.(3.24) and (3.25) gives us that in the case when 

 

( ) ( / ) lπ − π −
< <w

l k
L L

2 1 2 1 2                                               (3.26) 

should be satisfied          

/ = ±w wk L k k ,0cos 2 /               (3.27) 

and when 

( / )  lπ − π
< <w

l k
L L

2 1 2 2  ,                                                    (3.28) 

the equation  

 / = ±w wk L k k0sin 2 /                                                        (3.29) 

 

should be satisfied. Note, in these equation  * /= bk m V 2
0 2 .  

The left (L) and right parts of Eqs.(3.27) and (3.29) one can represent in the graphic form shown in 

Fig.3.7. First, one can see that there sre discrete values of energy because there are the discrete 

solution of Eqs.(3.27) and (3.29). Second, there is one value of energy level (corresponds to cross-

section line 1 with cos(…) (Eq.3.27).    
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The second energy level can be evaluated with the equation 

 
.∈ ≈ bV2                          (3.31) 

 

When parameter k0 (say the depth of energy well) 

increases, the first and second energy levels become deeper 

and the third level arises. Each new energy level arises 

when parameter  
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Fig. 3.7. Graphic solution of Eqs.(3.27) and 

(3.29). Line 2 corresponds to critical value of  ko, 

when the second energy level arises. Line 3 

correspons to four energy levels 



becomes integer value. Then the number of energy levels with the energy  ∈< bV  can be calculated by 

the next equation 

 
2

2 2
2 *1 int bm V LN

 
 = +
 π 

.                                (3.33)  

Then, varying the parameters of quantum well, namely, shoosing  components of the structure with 

specified wide of band gap and varying the geometric wide of quantum well (thickness of  

semiconductor thin film) one can obtain the system characterized preassigned structure of energy 

levels. Then one can obtain the new artificial material. The numbers of bounded electron states in the 

quantum wells as function of well wide for electrons (Vb = 224 meV, m*=0,067m) and holes (Vb = 

150 meV,  m*=0,4m) of heterosystem AlGaAs-GaAs are shown in Fig.3.8.  One can see, that at the 

same wide of wuantum well the munbers of bpounded states is larger for larger effective mass of band 

electrons. This fact is very important from technological point of view. Indeed, one can see that, the 

weak variation of wide quantum well during  fabrication of structures with one-dimension electron 

confinement does not lead to changing number of energy 

levels when effective mass is small.  The energy levels of 

bounded states one can rigorously obtain in the two 

limits. Fist, when the quantum well is rather shallow, 

there is only one energy level   
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.                                                        (3.34) 

Second, when the quantum well is very deep  
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(3.35) 

In this case the distance between the energy levels 

increases when quantum number n increases. For 

example, for quantum well that is the thin GaAS film of thickness L = 12,5 нм, where * 0,067m m=  

one obtain 1 35∈ ≈ меВ,   2 140∈ ≈ меВ, …  
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Fig. 3.8. The number of  the bound states of a 

square well plotted as a function of well 

thickness: а – Vb = 224 meV, m*=0,067m; b 

–  Vb = 150 meV,  m*=0,4m 



 Then, in contrast to the electrons in the bulk semiconductor, the energy structure of the system 

with one-dimension electron confinemet (along OZ axis), the electron energy will be quantized and 

due to free motion along the quantum well plane the subbands will be formed. As a result the energy 

dispersion will be described by the equation 

||

2
2 2

. ( )
2 *n k n x yE k k

m
=∈ + +

 ,                                                     (3.36)                                           

 

 with n∈  quantized 

energy associated with 

the transverse (perpen-

dicular to the hetero-

structure)  electron con-

finement. Then, the 

electron states for 

quantum dots are 

described by two 

quantum numbers – the 

discrete number of 

quantum subband n 

andcontinuous value of 

wave number  ||k , which 

describes the free motion 

of electron along the 

quantum well plane. The energy dispersion law has a view the set of paraboloids one inside other as it 

shown in Fig.3.9. Note, the minimal energy value corresponds to lowest energy level of bound state at 

|| 0=k . It means that at 1n =  the electron energy is high than energy of bulk electron in the center of 

Brillouin zone – one can obcerve so-clled blue shift.   

Note that the quasi-twodimension electron systems can be fabricated by forming the heterointerface 

with modulation doping method. The idea behind modulation doping consists in the next: Two 

materials with almost identical lattice constants but different bandgaps are grown on top of each other 

to form a heterojunction. One example of a well-behaved heterojunction is Ga As/AlGaAs. The lattice 
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Fig. 3.9. Schematic of the energy spectrum of the two-dimensional electron in 

the first three subbands: а – 3D view of the paraboloids putted one into another; 

b – cross-sections of dispersion surfaces for fixed direction of quasipulse 



constants of these two semiconductors differ by less 

than 1 %. The bandgap of AlGaAs with less than 

40% of Al is direct and larger than that of GaAs. The 

difference between their bandgaps is divided in an 

approximately 60/40 split between the conduction 

and valence bands.  The results are very abrupt 

discontinuities, known as band offsets, in their energy 

bands at the interface, as shown schematically in Fig. 

3.10. If the material with the larger bandgap 

(AlGaAs) is then doped with shallow donors, the 

Fermi level is shifted from the middle of the bandgap 

of AlGaAs to the donor level. In order to maintain a 

constant chemical potential throughout the two 

materials, electrons will flow from AlGaAs  

 to GaAs. This causes the band edges to bend at the 

interface as shown in Fig. 3.10, a phenomenon known as band bending. The band bending also occurs 

near the surface of semiconductors as a result of the existence of surface states. Due to band bending 

the electrons in GaAs are now confined by an approximately triangular potential near the interface and 

form a two-dimensional (2D) electron gas. These 2D electrons are physically separated from the 

ionized impurities in AlGaAs, hence they are only weakly scattered by the charged impurities. Then 

the electrons in so-called electron pocket will be characterized by high mobility. Then, these electrons 

can be considered as quasi-two-dimension systems with properties very close to the properties of the 

system (quantum well with quadrate potential) considered abpove.  It is clear that one should to 

consider the electron moving in the triangular potential.  

 

  

  3.3.2. Quantum effects in a continuum-electron spectrum. Transversal   

                    transport  
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Fig. 3.10. Formation of  channel of quasi-twodi-

mension electrons at the interface of  modula-tion 

doping  heterostructure. The impurities of donor 

type are marked as blue circles. The acceptors are 

marked with white circles. Fremi level coinsites 

with the Fremi level of donor impurities in  

AlGaAs   



So far, in studying the energy states of the quantum wells, one has concentrated on the discrete 

spectra generated by the potential profiles of heterrostructures. Here one considers another important 

case of continuous-electron spectra. 

 Consider the quantum well with the rectangular potential profile (Fig.3.6) given by Eq.3.15. 

Consider the electron states in the quantum well, as well as the reflection of wavelike solution from 

the heterointerfaces. The quantum-well potential discontinuities affect not only the elrctron solution in 

the well but also those above the well, although to a lesser extent. Analyzing the Schrödinger equation 

(3.19) for energy bV∈> , one can conclude that for regions far away from the quantum well, there are 

two plane-wave solutions propagating in opposite directions. The first wave corresponds to the 

propagation of an incident electron from left to right; then at z → – ∞ there are incident and reflected 

plane waves, and at z → ∞ there are only transmitted plane waves. The other situation is related to the 

opposite direction of the electron propagation. Both cases can occur at the same energy. Since both 

directions are identical, one needs to study obly one of them, namely the case in which an elecgtron 

propagates from left to right.  

Then, introduce a wave vector in the region of the barrier as 

 2
2 ( )b b

mk V= ∈−


.                                               (3.37) 

Note that for the energies more that barrier high ( )bV∈> , wave vector is a real quantity. Then the wave 

function is  
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The constants  a, b, r, and t can be found by matching these solutions and their derivatives at the well, 

z = – L/2  and z = L/2. As a result, one find that a continuum-energy spectrum all constants a, b, r, and 

t can be expressed in terms of the coefficient of the incident wave, which we choose to equal 1. Then, 

one obtains the system of algebraic equations  for the constants r, and t 
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These equations give us the connection between coefficients r  and  t: 
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The coefficient determinating transmitted electron wave is  

 

[ ] 1( ) cos ( / 2)( / / )sinw w b b w wt k L i k k k k k L −∈ = − + .                           (3.41) 

 

Then, one can calculate the incident, reflected and transmitted electron currents according to 

wellknown equation  

( * *)
2
i
m

= − ψ ∇ψ −ψ ⋅∇ψj  .                                                (3.42)        

 

Namely, current dencity of the incident electron flow is   

 

b
in

kj
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=
 ,                                                   (3.43)          

 

current dencity of the reflected electron flow is   

2| |r bj k r
m

=
 ,                                               (3.44) 

 

and current dencity of the transmitted electron flow is   
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The transmittion and reflectrion coefficients are  
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2( ) | | 1 ( )R r T∈ = = − ∈ .                                                           (3.48)       
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Fig.3.12. Energy dependence of the 

trans-mission coefficient in a square 

quantum well of thickness L = 25 nm in 

hetero-structure AlGaAs/GaAs/AlGaAs:  



Note Eq.(3.48) is evident because the total probability of 

transmission and reflectrion is equal to 1. The equations that 

one has obtained are interesting because they illustratepurely 

quantum-mechanical features. First, one can see that for 

electron energy  bV∈>  the reflection coefficient R is nonozero. This fact reflects the purely quantum 

efefctb of reflections from the boundaries of the potential well, which vanishes in the classical limit. 

Second, the denominator of Eq.(3.47) oscillates as a function of energy. At energies satisfaying the 

condition  
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w
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,                      (3.49)         

 

The transmission coefficient equals to 1. Consequently, the reflection coefficient R equals zero. For 

other energies the transmission coefficient is less than 1. At small differencies  bV∆ =∈−  ona can  

( ) ~  T ∈ ∆ , and transmission coefficient vanishes at 0∆→ . Other interesting quantum-mechanical 

effects are related to the behaviour of the electron wave function. The probability of finding a 

propagating particle in the region of a quantum well oscillates as a function of the energy. This 

behaviour affects the technologically important processes of electron capture of and escape from the 

quantum wells. These processes are important for numerous applications of quantum structures 

including the quantum-well semiconductor laser. In Fig.3.12, numerical results are presented for 

typical depth of potential wells in AlGaAs/GaAs structures for both holes (a) and electrons (b).   

 

 

3.3.3. Density of states of a two-dimension electron gas in quantum wells  
 

The important characteristic of a quantum system is the density of states ρ(E) that gives the number 

of quantum states in a small interval of energy (E, E+δE): 

 

( ) ( )dN E E dE= ρ .                                                    (3.50) 

If the set of quantum numbers corresponding to a certain quantum state is α, the general expression for 

the density of states is defined by 

panel a – holes, Vb=150 меВ, m*=0,48m; 

panel b – electrons, Vb=224 меВ, 

m*=0,067m 



 

( ) ( )E E Eα
α

ρ = δ −∑ .                                                          (3.52)                                                       

In the case under consideration the set of quantum numbers includes a spin quantum number s, a 

quantum number n characterizing ther transverse quantization of the electron states, and a continuous 

two-dimensional vector ( , )x yk k=k . Hence set of the quantum numbers are: { }, , ,x ys n k kα ≡ . There is 

a twofold spin degeneracy of each state ( 1/ 2)s = ± so that  
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To calculate the sum over xk and yk one can define the area of the surface of the quantum well x yL L× , 

where xL and yL are the sizes of the quantum well in the OX and OY directions, respectively. If cyclic 

boundary conditions are assumed in the OX and OY directions, the possible values of wave 

vectors xk and yk     
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Other hand, the large planar dimensions of the quntum well structure allow to use the rule   
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By using Eq.(3.55) one transforms Eq.(353) into 
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Here one shows in which manner the integrals in Eq.(3.56) can be calculated1. Consider an integral 

 
2 2( )j dxdy ax ay= δ ε − −∫ .                                                    (3.57)        

 

Note at first, that at  0ε <  and a > 0 the integral [Eq.(3.57)] equals to zero. When 0ε > , one can use the 

wellknown folmula for δ-function  
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Than, one rewrites Eq.(3.57) as  
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Because argument of integrand varies in the range [ , ]−∞ +∞ , the both terms with delta-function 

contributes to integral and give 1. As a result, one obtains  

2
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/
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a a y
=

ε −
∫ .                     (3.61)        

 

To calculate this integral one needs to determine the integration range. Argument of delta-function in 

Eq.(3.60) can be equal to zero only when  
2/ 0a yε − ≥ ,                            (3.62)      

 

or   / /a y a− ε ≤ ≤ ε .  Then, one obtains  

1 Further mathematical procedures can be ommited by students do not interest of calculation detals 

Fig. 3.13. Density of states for two-
dimensional electrons in an infinitely deep 
potential well.  
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Recalling the   2 / 2 *a m=  , one can write  
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where ( )xϑ  is the Heaviside step function 
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Each term in the sum of Eq.(3.64) corresponds to the contribution from one subband. The contribution 

of all subbands are equal and independent of energy. Often the density of states per unit area is used to 

eliminate the size of a sample. As a result, the density of states of two-dimensional electrons exhibits a 

staircase-shapped energy dependence, with each step being associated with one of the energy states 

n∈ . Figure 3.13 depicts the two-dimensional density of states. It is instructive to compare obtained 

results with the density of states of electrons in bulk crystals 

 3 * 2 3/2 2( / ) ( / ) 2D m V Eρ = π                                               (3.66) 

 

Comparing the dencity states for 3D – ρ3D(E)  and 2D – ρ2D(E) electron gases, one sees that the 

diffrency in the behaviours of ρ2D(E) and ρ3D(E) displays maximally for low-energy subbands. 

Increasing number of subband leads to decresing the difference between ρ2D(E) and ρ3D(E). The 

difference vanishes at big numbers of subbands n.    

Note that real systems are characterized by a dissipative processes, i.e.the scattering of 

electrons on the defects of crystal lattice. The dissipative procceses lead to smoothing of each of step 

the function given by Eq.(3.64). The effect rather good describes by empirical roole when Heaviside 

function should be replaced by 
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wіth nΓ  damping parameter. Note once more, than according to Eq.(3.64) ( ) 0Eρ =  at 1 E < ∈  and 

when for the bulk material optical with band gap gE  light absorption can be observed only for photons 

with energy ω  for which gEω≥ , then because 1 ( ) gL E∈ ≥  for quantum well the absorption edge 

will be shifted to blue side. This shift depends on the well wide and varies from zero up to 100 meV.  

 
 

 

3.4. Transverse transport through multiheterostructure 

 

 The electron ststes and its muving in the structures consisting of quantum wells were 

considered above in this chapter. The considered structures can be named as transverce ones because it 

was supposed only electron moving directed mainly normally to interfaces planes. The 

multiheterostructures which form the barriers for the transverse electron moving are the simplest 

planar systems with spatial quantization. These structures will be considered in this point of the 

chapter. 

 

           3.4.1. Transverse electron moving through double heterostructure  

 

 Consider the electron moving trough heterostructure GaAs-AlGaAs-GaAs, in which two 

semiconductor layers GaAs are separated by thin film of compound AlGaAs with wide band gap. As a 

result the electron moves under action of square potential (Fig.3.14). Let electron energy E > Vb. 

Because potential left and right of barrier equals to zero, in the both these domains wavevectors are  

 

    22 * /k m E=  .                                                     (3.68) 

 

Inside the barrier domain the electron moving is described by wavevector 

 

  



22 *( ) /b bk m E V= −  .                                                 (3.69) 

 

Using well-known T-matrix method one finds the transmission 

coefficient  
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For the case bE V<  one should make in Eq.(3.70) the changing 
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In the case when kba is large, or when the barrier energy is large, or the barrier wide is large, the 

exponent of hyperbolic cosine will play a main role in Eq.(3.71), then  the transmission coefficient can 

be represent approximately as 
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Fig. 3.14. Square potential barrier 
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Fig. 3.15. Transmission coefficient of quantum 

particle (red curve) of barrier with heigh  of 

0,3 еV and thickness 10 nm in double 



This is dominated by the exponent term, and we 

obtain the simple estimate for the probability of 

tunneling through any barrier as 2~ bk ae− . The 

transmission coefficient T(E) as a function of energy 

for a square potential barrier of height of 0,3 еV and thickness 10 nm in GaAs. As we can see the 

transmission coefficient qualitatively differs from the same in the classic case when T(E) = 1 for the 

energies bE V>  and T(E) =  0 for the energies bE V< .  

Pay our attention to oscillations of transmission coefficient which clearly manifested at the energies 

about Vb. Then it should be expected the interesting effects in the tranverse transport. The effects are 

connected with the quantum nature of carriers moving 

in the inhomogeneous at the distances about deBroil wavelength.      

    

 

3.4.2. Resonant Tunneling  
 

Consider the quantum well between of two barriers, which, for 

example be formed in the structure consisting of thin semiconductor 

(GaAs) layer between two thick layers of AlGaAs playing a role of 

barriers. When the barriers are very thick the singl quantum well 

formed. The discret energy levels excist in the quantum well. Let the 

energy level 1∈  formed inside the quantum well as it shown in Fig.3. 

Ther wave function is strongly localized at the well and the quantum 

state is well defined. When the barrier domains become desrease, the other situation arrises. There are 

no longer true bound states because an electron can tunnel through one of the barriers and escape from 

the well. However, the electron may remain in the well for a long time if the barriers are thick enough, 

and a remnant of the bound state persists as a resonant or quasi-bound state. The energy of this state 

cannot be precisely defined but is spread into a range / τ , where τ is the lifetime of an electron in the 

well before it tunnels away.  

heterostructure GaAs-AlGaAs-GaAs. The 

transmission coefficient for classical particle is 

shown as blue.   

 

1∈
  

 

Fig. 3.16. A finite square 

potential well with a true bound 

state.  



 Resonant states have a clear signature in the 

transmission coefficient. In general, the transmission 

probability T of two barriers is roughly the product of the 

values for the two individual barriers. Near resonance, 

however, T rises dramatically above the product and 

reaches its maximum value of unity if the structure is 

symmetric. There is perfect transmission through the 

double barrier, however opaque the individual barriers. This is a resonant tunneling. It is a widely 

observed effect, seen also in microwaves and in light where it is used in Fabry-Perot etalon. We shall 

calculate the form of the transmission coefficient for a one-dimensional system and then consider the 

resonant-tunneling diode. 

 Let the right-hand barrier has transmission and reflection amplitudes tR and rR which are, 

depended on wave vector k, so its transfer matrix is 
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The results are clearer if the equations are written to appear symmetric from the point of wiev electron 

trapped between the two barriers. Such an electron is traveling in the usual direction if it tries to escape 

to the right, but it is going in the opposite direction if it tries to escape to the left. It is therefore better 

to use the outward going transmission and reflection coefficients for the left-hand barrier. The usual T-

matrix applies to an electron impinding from the left can be written in terms of the left-going 

amplitudes 
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Taking into account that the left barrier is shifted to – (1/2)a and the right barrier is shifted to (1/2)a, 

one obtains the T-matrix for the resonant-tunneling structure   
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The making product of matrixes gives   
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Amplitude of the wave transmitting the barrier region equals to 1/T22 , then 

 

21
L R

ika
L R

t tt
r r e

=
−

.                                                             (3.77) 

 

To analize obtained result one should to write complex amplitude reflection coefficients in the polar 

form with the phases ρR  and  ρL: 

 

21 | || | L R

L R
ika i i

L R

t tt
r r e + ρ + ρ=

−
.                                                     (3.78) 

 

Note, the squaring the modulus of amplitude of reflection and transmission coefficients determine the 

flux reflection and transmittion coefficients, one obtains from Eq.(3.78)  

( )
2

21 | || | 1 | || |L R

L R L R
ika i i i i

L R R L R L

t t T TT
r r e R R r r e e+ ρ + ρ ϕ − ϕ

= =
− + − +

,                        (3.79) 

 

with 2 L Rkaϕ = + ρ + ρ  the phase. Using that 2cos 1 2sin / 2ϕ = − ϕ , one can rewrite obtained equation in 

the form  

 



( )2 21 4 sin / 2
L R

R L R L

T TT
R R R R

=
− + ϕ

.                                     (3.80) 

 

All terms in this equation are depended on energy. Then the analisys of the tranmsmittion coefficient 

is rather hard. But when one takes into account that usually the most rapid variation near a resonance 

is due to the change in phase of the wave between the barriers, one can assume that the other terms 

vary slowly with respect to this. It means, in particular, T has a peak when the sine in the dominator 

vanishes. Then, the condition for resonant states requires 2nϕ = π . In this case 

( )21
L R

L R

T TT
R R

=
−

.                                                               (3.81) 

 

Whereas the transmission coefficients are small in the real two-barrier structures, one can write  

                                                 

       ( ) ( ) ( ) ( )
2

2 2 21 11 1 (1 )(1 ) 1 1
2 4L R L R L R L RR R T T T T T T  − = − − − ≈ − − + = +  

  
 .             (3.82) 

 

Then Eq.(3.81) is rewritten to  
 

( )2
4 L R

ph
L R

T TT T
T T

= ≈
+

.                                                           (3.83) 

 

We can see from Eq.(3.83) that in the case of two identical barriers when L RT T=  transmission 

coefficient through two barrier structure becomes equal to 1. This is an excellent result of resonance. 

Indeed each of barrier transmits the electron wave with small probability, but the two-barrier structure 

can transmit the wave perfectly when T = 1.   

Note, the condition of resonance  

2 2L Rka n+ ρ + ρ = π                                                 (3.84) 

 

Is the requirement for constructive interface within the well. Consider an electron bouncing back and 

forth between the barriers. It pick up a phase of ka in each direction, with additional phases of Lρ and 



Rρ  when it reflects from the barriers.  Using the fact that the individual transmission coefficients for 

the left and right barriers are small, one obtains from Eq.(3.80)  
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2 22
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ph
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T TT T
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−
 ϕ

≈ = + 
+ + + ϕ  

.                      (3.85) 

 

Analising obtained expression, note that because prefactor near the sine, second term in the square 

brackets can be dominanting if sin is not so small. Suppose that the typical averaged value of sine is ½. 

Then, one obains form Eq.(3.85) T ≈ (TLTR)/2. Thus the overall transmission coefficient is tipically the 

product of those for the two barriers, as might be expected.  In the case of resonance situation 

eccentially changes. Strong deviationsn from this occur when the sine vanishes. Put 2nϕ = π + δϕ . 

Expand the sine in Eq.(3.85) to first order over parameter  δφ:   
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,                                      (3.86) 

 

with φ0 = TL + TR. One can see that, transmission coefficient decreases in twice compare with its 

maximum value Tph , when 0 / 2δϕ = ±ϕ . It shows that φ0 is the full width at half-maximum. The 

resonant peak has a Lorenzian shape. Rewritting the Lorenzian as function of energy, one obtains  

( )( ) ( )( ) ( )( )
/ /

/ / / /
phE EEd dk dk dE E

dE dk dk d dE dk dk d
−δ

δϕ = ϕ δ = =
ϕ ϕ

.                       (3.87) 

 

Remember that 22 * /   ,       2 L Rk m E ka= ϕ = + ρ + ρ  and calculate the derivations  

[ ]/ 1 / /  = 1 / 2   dk d d dk aϕ = ϕ та 2 / / *dE dk k m v= =  . Then  
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,                                                                 (3.88) 

 



where v is the velocity of the electron between the barriers. Using Eq.(3.88), one can rewrite Eq.(3.86) 

in the form  
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.                                                  (3.89) 

Introduce the notation 

( )
2 L R

v T T
a

Γ = +
 .                                                              (3.90) 

 

Then the transmission coefficient as a function of 

energy is  
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ph
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with Eph the enrgy of resonance. This Lorenzian shape 

with a full width at half-maximum of Γ is typical 

resonant phenomenon. The shape changes if the flux 

transmission coefficients cannot be taken as constant 

over the width of the resonance. This might occur in a 

resonant state near 

the top of the barrier, 

where T changes 

rapidly. The 

behaviour of 

transmission 

coefficient of the 

electron in two-

barrier structure AlGaAs-GaAs-AlGaAs when resonant tunneling, is shown in Fig.3.18. The structure 

consists of two similar barriers where Eph = 0,05 eВ,  Γ = 0,01 eВ.  
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Fig. 3.18. The dependence of transmission 

coefficient for two-barrier structure on the 

electron energy. Resonant tunneling  
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One can see, 

once more, that the 

behaviour of 

transmission 

coefficient has brightly resonant character. This resonant dependence of transmission coefficient 

allows to expect of obtaining the system with nonlinear current-voltage characteristic.  The effect of 

bias on a resonant-tunneling structure is shown in Fig.3.19. One supposes that only one localized 

energy level inside the wuantum well El. The bias across the diode is small (Fig.3.19 a). In this case 

the energy level inside the quantum well between the barriers El is above the sea of incoming 

electrons, and little currant flows through diode structure. When the bias has brought down the energy 

of the resonant level (Fig.3.19 b), so the sea of electrons on the left can pass through it and a larger 

current flows. In three dimension the current increases linearly as El approaches the bottom of  

the sea of electrons on the left (Fig.3.19 c). A further increase 

of the bias , as in (d), pulls the energy of the resonant level 

down so far that it is no longer available to electrons and the 

current decreases abruptly. The result is a current-voltage 

characteristic shows negative differential conductivity as it is 

shown in Fig.3.20, which can be utilized in an amplifier or 

oscillator. Figure 3.19 shows that the bias  

has at least three major effects on the electronic structure: it 

changes the Fermi levels, shifts the energy of the resonant 

state, and alters profiles and transmission properties of the barriers. The first two are essential, but for 

simplicity we shall neglect the changes TL and TR although this approximation can rarely be justified 

in practice. When to central layer of tunneling resonant structure one puts the contact with which one 

can control the energy of resonant level, one obtains new device – tunnel resonant transistor.  The 

resonant-tunneling diode was afirst sample of real device fabricated on the base of quantum well 

structure with spatial quantization effect. The idea of such diode was proposed in 1963 by Johansen. 

Esaki and Chang have created operating unit.    

 

 

  3.4.3. Coupling between quantum wells. Superlattices  

Fig.3.19. The energy profiles trough a resonant-tunneling diode. The bias increases 

from a to d, giving rise the I(V). The shaded areas on the left and right are the Fermi 

seas of electrons   
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Fig.3.20.  Current-voltage characteristic 

of resonant tunneling diode  



 

 Consider the electron properties of the structure consisting of few quantum wells, formed with 

thin semiconductor (say, GaAs) layers separated by thing dielectric (or semiconductor with wide band 

gap, say AlGaAs) layer shown in Fig.3.21. These structures are characterized by unusual electron 

properties and can be in interest not only from fundamental point of view but as the systems on which 

the electronic and optic units are based. Superlattice miniband structures depend on the heterostructure 

type, either type I, type II or type III. For type I the bottom of the conduction band and the top of the 

valence subband are formed in the same semiconductor layer. The example of such heterostructure 

(AlxGa1-xAs-GaAs) is shown in Fig.3.22a. In type II the conduction and valence subbands are 

staggered in both real and reciprocal space, so that electrons and holes are confined in different layers. 

The example of type II heterostructure is InxGa1-xAS-GaSbyAs1-y shown in Fig.3.22b. Type III 

superlattices involve semimetal material, such as HgTe/CdTe. Although the bottom of the conduction 

subband and the top of the valence subband are formed in the same semiconductor layer in Type III 

superlattice, which is similar with Type I superlattice, the band gap of Type III superlattices can be 

continuously adjusted from semiconductor to zero band gap material and to semimetal with negative 

band gap. 
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Fig. 3.21.  Heterostructure consisting 

of quantum wells (GaAs) separated by 

AlGaAs layers form the superlattice 

          Fig. 3.22. The energy bands in the heterojuntions (left) and    

           superlattices (right) I type (a) and II type (b) 
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Whether to which type of heterostructure is the superlattice this is characterised by some general 

features, the main of which is the periodical potential. Emphasize, the characteristics of the potential 

can be controlled during the structure fabrication.  Due to superlattice potential eccentially changes the 

band structure of semiconductors of which the superlattice is fabricated, the superlattice, per se, is a  

 new type of semiconductor without analogues characteristics in the nature. Then, superlattices are 

characterized by special properties. There are:  

- the electron spectra different from the spectra of initial semiconductors; 

- numerous energy bands; 

- very strong anisotropy of electron properties; 

- suppression processes of electron-hole recombination; 

- carriers concentration can controlled vary in the wide range and does not definite by doping; 

- wide possibilities for electronic band reconstructions.  

Before more detail studies of heterogeneous structures, consider at first the effect of electron 

interaction in two quantum wells. 

 

 

3.4.4. Coupling between two quantum wells 

 

When we considered a properties of a single quantum well, we found that the electron wave 

function is not zero in the barrier region. Accordngly, the electron has some finite probability of 

penetrating into the barrier (dielectric layer) of a heterostructure. This may be illustrated by calculation 

of the total probability to find the electron in the barrier region 

   2

/2
( )b

z L
P dz z

>

= χ∫ ,                                                            (3.92) 

where integration is over the barrier layer. The results of calculations are shown in Fig.3.23. This 

tunneling behaviour is one of the important manifestations of quantum mechanics and it leads to range 

of physical phenomena that are exploited in various electronic and optoelectronic devices. Study the 

role of tunneling as a means of providing the coupling between quantum wells. Let us consider the 

double quantum well structure consisting the two quantum wells, separated by barrier. Let, for 

simplicity, the quantum wells have identical rectangular shapes and are characterized by the same 

depth  Vb and width L. Suppose the distance between wells is d , and the wells are situated 



symmetrically with respect to the plane z = 0 (Fig.3.24). Let us consider the one dimensional 

propagation along Oz axis of the electron across the barrier. 

For such a double-well system the Shrödinger equation 

of the transverse motion has a simple form  

2 2

2 ( )
2 * 2 2

d dV z V z z
m z

 ∂    − + + + − =∈χ    
∂      

 .       (3.93) 

The term  ( / 2)V z d+   is the potential of the left well 

centered at z = – d/2, wile the term ( / 2)V z d−  

correspondes to the right well centered at z = d/2. The 

potential is equal to   

 
0,   inside barrier, 

( )
   0 ,       inside the wells.

bV
V z

>
= 


                  (3.94) 

One can respect the wave function of the double-well 

system through superposition of the solutions of the 

single quantum well (being centered at z = – d/2 and at z 

= d/2, respectively) problem ( )zνχ  
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Fig.3.23. Probability of finding the electrons 

in the barrier region as function of the well 

thickness L. The electron state is assumed to 

be the ground state of the well. Curve 1: 
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{ }( ) ( / 2) ( / 2)z A z d B z dν ν ν ν
ν

χ = χ − + χ +∑ ,         (3.95) 

where ν runs over all possible bound and continuum 

states of the single quantum well problem. However, if 

the separation between wells is large enough  so that the 

expected tunneling from one well to another has a small 

probability, one can restrict himselves to only one level, 

say "i-th", and takes from Eq.(3.95) the combinatіon   

( ) ( / 2) ( / 2) .i i i iz A z d B z dχ = χ − + χ +              (3.96) 

This is the wave function for the electron states with energy near one of the bound states iε of the 

separated wells. One should now to find the coefficients Аі and Ві . Because the distance d between the 

wells is supposed to be large, in the first approximation one can conclude that electron state iε  is 

twofold degenerate. Then, the electron in state і may occupy either the left or the right well with equal 

probability. To correct the energies and find the coefficients Ai and Bi , we should use the following 

procedure of the perturbation theory for degenerate states. Let us use that iε  is an energy of electron 

localized inside the single quantum well. Then Schrödinger equation for electrons in two potential 

wells we can write in the form 
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2 * i i iV z d z d z d

m z
 ∂
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,                      (3.97) 

and 

2 2
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2 * i i iV z d z d z d

m z

 ∂
− + + χ + = ε χ + 

∂  

 .                      (3.98) 

 

Substitute the wave function (3.96) into equation (3.93) and use with equations (3.97) and (3.98). We 

obtain the next equation 

 

[ ] [ ]( / 2) ( / 2) ( / 2) ( / 2) 0i i i i i iV z d A z d V z d B z dε + + −∈ χ − + ε + − −∈ χ + = .       (3.99) 

 

Fig. 3.28. Energy levels and wave 

functions for a double-well hetero-

structure (above): the dashed line 

corresponds to the position of the energy 

level iε in separated quantum wells. For 

coupled wells the splitting of this level is 

marked by i
±ε . 



Then we multiply this equation first by *( / 2),i z dχ −  and then by *( / 2)i z dχ + . Obtainined two 

equations integrate over coordinate  z. We obtain 
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Let us introduce the next designations 

 
* *( / 2) ( / 2) ( / 2) ( / 2)i i i i idz z d z d dz z d z d rχ − χ + = χ + χ − =∫ ∫ ,              (3.100) 

 
*( / 2) ( / 2) ( / 2)i i idz z d V z d z d sχ ± χ ± =∫  ,                                         (3.101) 
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and obtain two homogeneous linear equations for  Ai  and  Bi 

 

[ ] [ ]( ) 0i i i i i i is A r t Bε + −∈ + ε −∈ + = ,                                      (3.103) 

 

[ ] [ ]( ) ( 0i i i i i i ir t A s Bε −∈ + + ε −∈+ = .                                     (3.104) 

 



To existing nontrivial solutions of this system the determinant of the system have to equals to zero, or 

 

( ) [ ]2 2( ) 0i i i i is r tε + −∈ − ε −∈ + = .                                        (3.105) 

Finally, we obtain 

( ) [ ]( )i i i i is r tε + −∈ = ± ε −∈ + .                                          (3.106) 

 

Then, the electron energy of two binding quantum wells obtains as modified energy level of a single 

well by shifted and spllitted the initial energy level.   

 

( ) 1 1
i i

i i
i i

s t
r r
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.                                              (3.107) 

 

The energy levels of two binding quantum wells are defined by the set of integrals (3.100)–(3.102). 

The first integral (ri ) is called an overlap integral, and describes the measure of wave functions from 

different wells overlap. The second (si ) is named a shift integral. It characterizes the shift of 

degenerate energy level due to tunneling interaction between the states in the different wells.  The 

third integral (ti) is named a transfer integral. It reflects the measure of splitting the initial energy level 

into two. When the distance between the wells is rather big, the overlapping is small. It means that 

weak penetration of the electron wave function into barrier region and the overlap integral is small 

compared with 1, so that we can neglect the corresponding terms in Eq.(3.107). Then we obtain the 

simple equations for the energies   

 

( )i i i is t±∈ ≅ ε + ± .                                                         (3.108) 

 

 
εi (2) 

εi + si   (2) 

εi + si – ti   (1) 

εi + si + ti   (1) 
 



 Sinse integrals si  and ti are always less than zero, 

the first is responsible for shifting down the levels 

and leads to the energy decrease down from the 

initial energy position of the single quantum well. 

Likewise, the second determines the splitting of the 

initial twofold degenerate level (see, Fig.3.29).  For 

the lowest level, which is designated as ( )i
+∈ . The 

level ( )i
+∈  corresponds to symmetric combination in Eq.(3.107), i.e. Аі = Ві. The correspondinhg wave 

function schematically shown in Fig.3.25 with blue color. The upper level ( )i
−∈ is antisymmetric with Аі 

= – Ві which schematically shown in Fig.3.25 by green curve. From Eqs.3.100-102 we can see that 

both shifting and splitting are caused by tunneling phenomenon. The same consideration is valid for 

any electron states i localized in coupled quantum wells. Eqs.(3.107-108) describe the energies of the 

transverse electron motion in a double-well structure. The total energies include the in-plane electron 

motion kinetic energy are  
2

( ) 2
|| ( ) ||( )

2 *i iE k k
m

± ±=∈ +
  .                                                (3.109) 

 

The main result of the above consideration is the existence of a special type of interaction between 

coupled quantum wells, that is there is a coupling associated with tunneling between adjacent quantum 

wells. Note that in the considered structure the specific character of electron moving remains 

unchanged, namely, in-plane the electrons behave like free particles with an effective mass m*. The 

electron motion in the transverse direction is quantized and spatially confined. One can see from 

Fig.3.28 the both symmetric and antisymmetric states are localized at the both quantum wells. The 

wave functions of the both these states have the extremums. The extremums correspond to maximum 

of the square modulus of wave function   2χ .      

 

 

  

 

 

Fig. 3.29. Diagram of an energy level 

modification in a double well heterostructure 

when shift and transfer integrals are taken into 

account. The degeneracy of levels is indicated 

in parentheses.  
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Chapter 4. Monocrystalline, multicrystalline, polycrystalline and amorphous 

silicon 
 

 

4.1. Introduction 

 

Silicon is the second most abundant element on earth. It always occurs in the form of a 

compound, most often as the oxide (silica) or as a silicate. These compounds form a wide variety 

of rocks and minerals. The common mineral quartz is a form of silica. 

During 20th century, the properties now associated with semiconductors were first 

observed. These properties include the negative temperature dependence of resistivity due to the 

exponential variation of the free carrier density with temperature; photoconductivity, a decrease 

in resistance on exposure to light; various thermoelectric effects; the Hall and other 

magnetoelectric effects; and rectification between the semiconductor and a metal contact. This 

last property was widely used for detectors in crystal radio receivers in the first half of the 20th 

century. 

Silicon is a chemical element with symbol Si and atomic number 14 (Fig. 4.1). It is a 

tetravalent metalloid, more reactive than germanium, the metalloid directly below it in the table. 

Controversy about silicon's character dates to its discovery; it was first prepared and 

characterized in pure form in 1823. In 1808, it was given the name silicium (from Latin: silex, 

hard stone or flint), with an-ium word-ending to suggest a metal, a name which the element 

retains in several non-English languages. However, its final English name, first suggested in 

1817, reflects the more physically similar elements carbon and boron. 

 

 
Fig. 4.1. Silicon atom structure. 
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Elemental silicon also has a large impact on the modern world economy. Although most 

free silicon is used in the steel refining, aluminium-casting, and fine chemical industries (often to 

make fumed silica), the relatively small portion of very highly purified silicon that is used in 

semiconductor electronics (< 10%) is perhaps even more critical. Because of wide use of silicon 

in integrated circuits, the basis of most computers, a great deal of modern technology depends on 

it. 

Silicon is an essential element in biology, although only tiny traces of it appear to be 

required by animals. However, various sea sponges as well as microorganisms like diatoms and 

radiolaria secrete skeletal structures made of silica. Silica is often deposited in plant tissues, 

Silicon is a solid at room temperature, with relatively high melting and boiling points of 

1414 and 3265 °C, respectively. Like water, it has a greater density in a liquid state than in a 

solid state, and so, like water but unlike most substances, it does not contract when it freezes, but 

expands. With a relatively high thermal conductivity of 149 W·m−1·K−1, silicon conducts heat 

well. 

In its crystalline form, pure silicon has a gray color and a metallic luster. Like germanium, 

silicon is rather strong, very brittle, and prone to chipping. Silicon, like carbon and germanium, 

crystallizes in a diamond cubic crystal structure, with a lattice spacing of 0.5430710 nm. 

The outer electron orbital of silicon, like that of carbon, has four valence electrons. The 

1s, 2s, 2p and 3s subshells are completely filled while the 3p subshell contains two electrons out 

of a possible six. 

Silicon is a semiconductor. It has a negative temperature coefficient of resistance, since 

the number of free charge carriers increases with temperature. The electrical resistance of single 

crystal silicon significantly changes under the application of mechanical stress due to the 

piezoresistive effect. 

Silicon is a metalloid, readily either donating or sharing its four outer electrons, allowing 

for many forms of chemical bonding. Like carbon, it typically forms four bonds. Unlike carbon, 

it can accept additional electrons and form five or six bonds in a sometimes more labile silicate 

form. Tetra-valent silicon is relatively inert, but still reacts with halogens and dilute alkalis, but 

most acids (except for some hyper-reactive combinations of nitric acid and hydrofluoric acid) 

have no known effect on it. However, having four bonding electrons gives it, like carbon, many 

opportunities to combine with other elements or compounds in the right circumstances. 

Measured by mass, silicon makes up 27.7% of the Earth's crust and is the second most 

abundant element in the crust, with only oxygen having a greater abundance. Silicon is usually 
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found in the form of complex silicate minerals, and less often as silicon dioxide (silica, a major 

component of common sand). Pure silicon crystals are very rarely found in nature. 

 

 

4.2. Types of Crystalline and Amorphous Silicon 

 

The manufacture of the hyperpure silicon for electronics and photovoltaics occurs in two 

stages. The oxygen is removed to produce metallurgical grade silicon. It is further refined to 

produce semiconductor grade silicon. An intermediate grade with impurity levels between 

metallurgical silicon and semiconductor grade silicon is often termed solar grade silicon. 

 

4.2.1. Metallurgical Grade Silicon 

Silica is the dioxide form of silicon (SiO2) and occurs naturally in the form of quartz. 

While beach sand is also largely quartz, the most common raw material for electronic grade is 

high purity quartz rock. Ideally the silica has low concentrations of iron, aluminum and other 

metals. The silica is reduced (oxygen removed) through a reaction with carbon in the form of 

coal, charcoal and heating to 1500-2000 °C in an electrode arc furnace. 

SiO2 + C → Si + CO2      (4.1) 

The resulting silicon is metallugical grade silicon (MG-Si). It is 98% pure and is used 

extensively in the metallurgical industry. 

An even greater production of silicon is in the form of ferrosilicon that is manufactured 

using a similar process to that described above but is done in the presence of iron. Ferrosilicon is 

used extensively in metals manufacture. In 2013 the total production of silicon was 7.6 million 

tones and 80 % of that was in the form of ferrosilicon (Fig. 4.2) [1].  

 
Fig. 4.2. From the 1.8 million tones of metallurgical silicon produced in 2010, 12 % was for the 

production of silicon solar cells [2]. 

 

http://en.wikipedia.org/wiki/Silicate_minerals
http://en.wikipedia.org/wiki/Silicon_dioxide
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Metallurgical (MG) silicon is produced at the rate of millions of tons/year at a low 

economic cost of few $/kg and an energy cost of 14–16 kWh/kg. As such, it is 98–99% pure, 

with a major contamination of carbon, alkali-earth and transition metals, and hundreds of ppmw 

of B and P (Fig. 4.3) [3].  

The transition metals in the silicon result in deep levels in the bandgap and the high 

recombination activity make metallurgical grade silicon unsuitable for use in electronics. In 

addition, boron and phosphorous dopant impurities are much too high in concentration (>50–100 

ppmw) to allow suitable compensation procedures [4].  

 

Fig. 4.3. The impurity levels in metallurgical grade silicon vary widely due to process variation 

and the source raw materials of silica and carbon [5]. 

 

 

4.2.2. Electronic Grade Silicon 

A small amount of the metallurgical grade silicon is further refined for the semiconductor 

industry. Powdered MG-Si is reacted with anhydrous HCl at 300 °C in a fluidized bed reactor to 

form SiHCl3 

Si + 3HCl → SiHCl3 + H2     (4.2) 

During this reaction impurities such as Fe, Al, and B react to form their halides (e.g. FeCl3, 

AlCl3, and BCl3). The SiHCl3 has a low boiling point of 31.8 °C and distillation is used to purify 

the SiHCl3 from the impurity halides. The resulting SiHCl3 now has electrically active 

impurities(such as Al, P, B, Fe, Cu or Au) of less than 1 ppba. 

Finally, the pure SiHCl3 is reacted with hydrogen at 1100°C for ~200 – 300 hours to 

produce a very pure form of silicon. 

SiHCl3 + H2 →Si + 3HCl     (4.3) 
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The reaction takes place inside large vacuum chambers and the silicon is deposited onto thin 

polysilicon rods (small grain size silicon) to produce high-purity polysilicon rods of diameter 

150-200 mm. The process was first developed by Siemens in the 60's and is often referred to as 

the Siemens process. 

The resulting rods of semiconductor grade silicon are broken up to form the feedstock for 

the crystallisation process. The production of semiconductor grade silicon requires a lot of 

energy. Solar cells can tolerate higher levels of impurity than integrated circuite fabrication and 

there are proposals for alternative processes to creat a "solar-grade" silicon. 

 

4.2.3. Terms for Silicon 

The allotropic forms of silicon range from a single crystalline structure to a completely 

unordered amorphous structure with several intermediate steps in between. Silicon or other 

semiconductor materials used for electronics and solar cells can be single crystalline, 

multicrystalline, polycrystalline, microcrystalline, nanocrystalline or amorphous (Table 4.1, Fig. 

4.4) [6]. The key difference between these materials is degree to which the semiconductor has a 

regular, perfectly ordered crystal structure, and therefore semiconductor material may be 

classified according to the size of the crystals making up the material. 

 

 

 

Table 4.1. Terms for silicon. 

Descriptor Symbol Grain Size Common Growth Techniques 

Single crystal sc-Si >10cm Czochralski (CZ) float zone (FZ) 

Multicrystalline mc-Si 1mm-10cm Cast, sheet, ribbon 

Polycrystalline pc-Si 1µm-1mm Chemical-vapour deposition 

Microcrystalline µc-Si <1µm Plasma deposition 

Nanocrystalline nc-Si <100 nm Plasma deposition 

Amorphous a-Si 0 Plasma deposition 
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Fig. 4.4. Schematic of allotropicforms of silicon. 

 

Monocrystalline silicon (mono c-Si) is a form in which the crystal structure is 

homogenous throughout the material; the orientation, lattice parameter, and electronic properties 

are constant throughout the material [7]. Dopant atoms such as phosphorus and boron are often 

incorporated into the film to make the silicon n-type or p-type respectively. Monocrystalline 

silicon is fabricated in the form of silicon wafers, usually by the Czochralski Growth method, 

and can be quite expensive depending on the radial size of the desired single crystal wafer. This 

monocrystalline material, while useful, is one of the chief expenses associated with producing 

photovoltaics where approximately 40% of the final price of the product is attributable to the 

cost of the starting silicon wafer used in cell fabrication [8].  

Multicrystalline silicon (multi c-Si) is composed of many smaller silicon grains of varied 

crystallographic orientation, typically >1 mm in size. This material can be synthesized easily by 

allowing liquid silicon to cool using a seed crystal of the desired crystal structure. Additionally, 

other methods for forming smaller-grained polycrystalline silicon (poly-Si) exist such as high 

temperature chemical vapor deposition (CVD). 

Nanocrystalline silicon nc-Si), sometimes also known as microcrystalline silicon (μc-Si), 

is an allotropic form of silicon with paracrystalline structure - is similar to amorphous silicon (a-

Si), in that it has an amorphous phase. Where they differ, however, is that nc-Si has small grains 

of crystalline silicon within the amorphous phase. This is in contrast to polycrystalline silicon 

(poly-Si) which consists solely of crystalline silicon grains, separated by grain boundaries. The 

difference comes solely from the grain size of the crystalline grains. Most materials with grains 

http://en.wikipedia.org/wiki/File:Schematic_of_allotropic_forms_of_silcon.svg
http://en.wikipedia.org/wiki/Allotropy
http://en.wikipedia.org/wiki/Silicon
http://en.wikipedia.org/wiki/Nanocrystalline_silicon
http://en.wikipedia.org/wiki/Allotropy
http://en.wikipedia.org/wiki/Silicon
http://en.wikipedia.org/wiki/Paracrystalline
http://en.wikipedia.org/wiki/Amorphous_silicon
http://en.wikipedia.org/wiki/Amorphous_solid
http://en.wikipedia.org/wiki/Polycrystalline_silicon
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in the micrometre range are actually fine-grained polysilicon, so nanocrystalline silicon is a 

better term. The term Nanocrystalline silicon refers to a range of materials around the transition 

region from amorphous to microcrystalline phase in the silicon thin film. 

Amorphous silicon (a-Si) has no long-range periodic order. The application of amorphous 

silicon to photovoltaics as a standalone material is somewhat limited by its inferior electronic 

properties [9]. When paired with microcrystalline silicon in tandem and triple-junction solar cells, 

however, higher efficiency can be attained than with single-junction solar cells [10]. This tandem 

assembly of solar cells allows one to obtain a thin-film material with a bandgap of around 1.12 

eV (the same as single-crystal silicon) compared to the bandgap of amorphous silicon of 1.7-1.8 

eV. Tandem solar cells are then attractive since they can be fabricated with a bandgap similar to 

single-crystal silicon but with the ease of amorphous silicon. 

 

4.3. Single Crystalline Silicon 

 

The atoms in crystalline materials are arranged in a periodic pattern which is 

characteristic of the material (Fig. 4.5). This pattern can be visualized as a number of 

parallelepipeds with atoms at the corners. These parallelepipeds, or unit cells, repeat themselves 

throughout the structure. There are seven different crystal systems; some of these have variants 

with extra atoms between the corner atoms so that 14 different atomic structures are possible 

[11]. Cubic crystals are characterized by unit cells with three equal lengths along three mutually 

perpendicular axes. The unit cell of a cubic crystal is described by the lattice constant, a, which 

is the length of a side of the cube. 

 

 
Fig. 4.5. The regular arrangement of silicon atoms in single-crystalline silicon produces a well-

defined band structure. Each silicon atom has four electrons in the outer shell. Pairs of electrons 

from neighbouring atoms are shared so each atom shares four bonds with the neighbouring atoms. 
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Single-crystalline wafers typically have better material parameters but are also more expensive 

(Fig. 4.6). Crystalline silicon has an ordered crystal structure, with each atom ideally lying in a 

pre-determined position. Crystalline silicon exhibits predictable and uniform behaviour but 

because of the careful and slow manufacturing processes required, it is also the most expensive 

type of silicon. 

 

 
Fig. 4.6. Single crystalline silicon is usually grown as a large cylindrical ingot producing circular 

or semi-square solar cells. The semi-square cell started out circular but has had the edges cut off 

so that a number of cells can be more efficiently packed into a rectangular module. 

 

In single crystalline silicon material the crystal orientation is defined by Miller indices. A 

particular crystal plane is noted using parenthesis such as (100). Silicon has a cubic symmetrical 

cubic structure and so (100), (010) etc are equivalent planes and collectively referred to using 

braces {100}. Similarly, the crystal directions are defined using square brackets, e.g. [100] and 

referred collectively using triangular brackets, <100>. 

In solar cells the preferred orientation is <100> as this can be easily textured to produce 

pyramids that reduce the surface reflectivity. However, some crystal growth processes such as 

dendritic web <111> produce material with other orientations. 

To denote the crystal directions, single crystal wafers often have flats to denote the 

orientation of the wafer and the doping. The most common standard is the SEMI standard: 

1. If the minor flat is 180° from the major flat the wafer is n-type <100> 

2. If the minor flat is 90° to the left or right the wafer is p-type <100>. 

3. If the minor flat is 45° up on the left or right the wafer is n-type <111> 

4. If there are no minor flats the wafer is p-type <111> 

 

http://www.pveducation.org/pvcdrom/pn-junction/doping
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Single crystalline substrates are typically differentiated by the process by which they are 

made. Czochralski (Cz) [12] wafers are the most commonly used type of silicon wafer, and are 

used by both the solar and integrated circuit industry (Fig. 4.7). The process of making a large 

single crystalline silicon ingot by the Czochralski process is shown in Fig. 4.8. The use of quartz 

crucibles in the manufacture of Cz substrates causes the incorporation of ppm (1018 cm-3) oxygen 

into the silicon ingot. The oxygen itself is relatively benign but creates complexes with boron 

doping that degrades the carrier lifetime [13, 14]. N-type ingots fabricated with phosphorous 

dopants have similar oxygen concentrations but do not show the degradation effect nor do wafers 

with lower resistivity or gallium dopants [15]. 

  
Fig. 4.7. Schematic of Czochralski wafer growth. 

 

   
Fig. 4.8. Czochralski grown silicon. The bottom cylindrical section has been cut off to make 

wafers. Such "tops and tails" left over from growing the semiconductor industry are a large 

source of silicon supply for the photovoltaics industry. 
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Even though the CZ process is commonly used for commercial substrates, it has several 

disadvantages for high efficiency laboratory or niche market solar cells. CZ wafers contain a 

large amount of oxygen in the silicon wafer. Oxygen impurities reduce the minority carrier 

lifetime in the solar cell, thus reducing the voltage, current and efficiency. In addition, the 

oxygen and complexes of the oxygen with other elements may become active at higher 

temperatures, making the wafers sensitive to high temperature processing. To overcome these 

problems, Float Zone (FZ) wafers may be used (Fig. 4.9) [16]. In this process, a molten region is 

slowly passed along a rod or bar of silicon. Impurities in the molten region tend stay in the 

molten region rather than be incorporated into the solidified region, thus allowing a very pure 

single crystal region to be left after the molten region has passed. Due to the difficulty in 

growing large diameter ingots and the often higher cost, FZ wafers are typically only used for 

laboratory cells and are less common in commercial production [17]. 

 

  

Fig. 4.9. Schematic of Float Zone wafer growth. 

 

 

4.3.1. Silicon Crystal Structure 

Silicon, like other group IV insulators and semiconductors including diamond, 

germanium, and gray tin, crystallizes in the diamond cubic lattice structure [18]. Each silicon 

atom has four bonds, one to each of its four nearest neighbors, as shown in Fig. 4.10. This lattice 

structure can be constructed from two interpenetrating face-centered cubic lattices displaced 

http://www.pveducation.org/pvcdrom/manufacturing/float-zone-silicon%23footnote1_b01s9ly
http://www.pveducation.org/pvcdrom/manufacturing/float-zone-silicon%23footnote2_wdn6y1b
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from each other along the body diagonal by a distance equal to one-fourth of its length. Group 

III-V compounds and some II-VI compounds crystallize in a similar arrangement, called the 

zinc-blende lattice, where one of the constituents occupies sites on one of the face-centered cubic 

lattices and the other constituent occupies sites on the other.  

 

 
Fig. 4.10. Unit cell of the diamond cubic lattice structure showing the lattice constant, a, and the 

locations of the silicon-silicon bonds [19]. 

 

The lattice constant, a, is 0.5430710 nm in pure, floatzoned silicon [20]. The diamond 

cubic lattice is much more open than most crystal configurations. Five large interatomic voids in 

which interstitial atoms are easily accommodated are located along the body diagonals as shown 

in Fig. 4.11. However, inclusion of atoms in these voids may change a; for example, if about 

10l8 interstitial oxygen atoms/cm3 are present, a = 0.5430747 nm [20]. Though it is quite small, 

this difference becomes very important in the utilization of silicon samples for accurate 

determination of the Avogadro constant by the X-ray crystal density method [21]. Although 

oxygenfree, semiconductor-grade silicon represents the most perfect material available for this 

purpose, refinements in the determination are still being made as material with fewer and fewer 

crystal defects become available.  
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Fig. 4.11. Unit cell of the diamond cubic lattice structure showing the five large interatomic 

voids along the body diagonals [22]. 

 

It is convenient to describe the various planes which pass through the atomic sites in a 

crystal by their Miller indices. These indices, h, k, and 1, are the reciprocals of the intercepts of 

the plane with the x, y, and z axes, respectively. A plane is denoted by the symbol (hkl); negative 

intercepts are denoted by a bar over the index. A family of planes, e.g., (l00), (010),(001), (001−), 

(01−0), and (1−00), is denoted by a bracketed symbol: (100). In general, the indices are expressed 

as the smallest integers having the same ratio. Selected low index planes are shown in Fig. 4.12. 

 

  
 

Fig. 4.12. Examples of low-index planes. 

 

The Miller indices may also be used to indicate a direction. In a cubic crystal, the x, y, 

and z axes form an orthogonal set; therefore the direction perpendicular to a particular plane has 

the same Miller indices as the plane. A direction is denoted by a square bracketed symbol: [hkl]; 

a family of directions is denoted by angular brackets: <hkl>. For example, the x axis is the [100] 
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direction and the three coordinate axes are the <l00> directions. The body diagonals are the 

<111> directions. 

In a simple cubic lattice, the spacing between planes, dhkl is given by: 

2/1222 )][( lkh
adhkl ++

=      (4.4) 

The distance between the (100) planes (which pass through the corner atoms) is a. However, 

because there are atoms between the corner atoms in the diamond cubic structure, planes which 

pass through the atoms in the crystal are actually closer together than this if the Miller indices are 

expressed in the usual form as the smallest integers. There are eight atoms in the unit cell of the 

diamond lattice. These are located at the following points: (0,0,0), (0,1/2,1/2), (1/2,0,1/2), 

(1/2,1/2,0), (1/4,1/4,1/4), (1/4,1/4,3/4), (3/4,1/4,3/4), and (3/4,3/4,1/4). Therefore the (100) planes 

which include all the atoms are the (400) planes, and so the actual distance between the atomic 

planes along any of the cubic axes is a/4 or 0.1358 nm. 

 

4.3.2. Crystal defects 

The atoms in a silicon crystal are stacked in regular order. Along the [lll] direction, adjacent 

pairs of atomic planes are displaced horizontally from each other. There are three different 

locations for the atoms; the cycle repeats every third group. Atoms in planes identified by the 

same symbol lie directly under each other along the [lll] direction. Any disturbance in this 

regular order of atoms is a crystal defect. 

A wide variety of defects can form in a silicon crystal during and after growth. Their 

properties are summarized in the following paragraphs. In addition, it should be noted that 

defects in silicon have been the object of intensive research efforts in the past decade or so.  

Point Defects. Vacancies, silicon self interstitials, and impurity atoms in substitutional or 

interstitial sites, are defects which occur at a lattice point and do not distort the crystal over an 

extended distance.  

Vacancies and self interstitials. The combination of a self interstitial and an associated 

vacancy is known as a Frenkel defect while an independent vacancy is known as a Schottky 

defect. These point defects exist in thermodynamic equilibrium in the crystal in relatively large 

concentrations at temperatures near the melting point of silicon. Their concentrations at room 

temperature are governed both by the thermal history of the crystal and by the presence of 

sources and sinks for the defects. Vacancies may be quenched in during cooling or they may be 

generated by the plastic deformation which may occur as a result of thermal stresses during the 

cool down process. Vacancies which diffuse to the surface of the crystal disappear. The surface 

is the principal source and sink for vacancies, but extended defects within the crystal can also 
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serve as sinks. A pair of vacancies can also combine to form a divacancy which appears to be a 

stable defect in silicon. Originally, vacancies were thought to be the dominant form of point 

defect in silicon crystals. However, at the present time, interstitials appear to be assuming a 

greater significance. Silicon self interstitials are generated during the oxidation of silicon, not 

only at the surface but also during the formation of oxide precipitates in the bulk. Both vacancies 

and self interstitials interact extensively with other defects and play a dominant role in impurity 

diffusion in silicon. Studies of the effects of surface oxidation on impurity diffusion have led to a 

considerable increase in our understanding of the characteristics of vacancies and self interstitials 

in silicon [23, 24]. 

Atomic impurities. Impurity atoms may exist in the silicon crystal either substitutionally 

on sites usually occupied by silicon atoms or in interstitial sites. Solubilities of various atomic 

impurities in silicon [25] are summarized in Fig. 4.13 together with additional data on silver [26], 

nickel [27], and sodium and potassium [28]. More recent solubility data [29] for some of the 

transition metals are given in Fig. 4.14. 

 

 
Fig. 4.13. Solid solubilities of impurities in silicon as a function of temperature [30 ].  
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Fig. 4.14. Solubilities of transition metals in silicon [29].  

 

Dopant impurities. When introduced into a silicon crystal, impurities from the third 

column of the periodic table (such as boron, aluminum, or gallium) or impurities from the fifth 

column (such as phosphorus, antimony, or arsenic) occupy substitutional sites and control the 

electrical characteristics of silicon. These impurities are intentionally introduced in 

concentrations ranging from less than 2 parts per billion atomic (ppba) (<l014 atoms/cm3) to more 

than 200 parts per million atomic (ppma) (> 1019 atoms/cm3), depending on the requirements.  

Oxygen. In silicon pulled from melts contained in quartz crucibles by the modified 

Czochralski technique, oxygen occurs in concentrations ranging from 15 to 30 ppma, as 

measured by charged particle activation analysis [31]. The oxygen concentration in silicon 

grown by the float-zone technique is very much lower, of the order of 20 ppba or less; in crystals 

pulled from the melt in a magnetic field (Magnetic Czochralski, or MCz, growth) the oxygen 

concentration may be low, <5 ppma, or very high, >35 ppma, depending on the growing 

conditions. Oxygen atoms dissolved in silicon predominantly occupy interstitial sites. Two 

infrared absorption bands, one at 1107 cm-1 and the other at 514 cm-1, are associated with the 

interstitial oxygen impurities in silicon. The first of these is widely used for quantitative analysis 
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of oxygen in silicon. Oxygen plays three important roles in silicon: thermal donor formation; 

precipitate formation and intrinsic gettering; and mechanical strength of the crystal.  

Carbon. Like silicon, carbon has four valence electrons, but it is considerably smaller. It 

may occur in small concentrations (<0.5 ppma) in all forms of silicon and sometimes occurs in 

higher concentrations. In substitutional sites, it is electrically neutral, but it may complex with 

other atoms. An infrared absorption band at about 605 cm-1 on the edge of the very large two-

phonon silicon lattice absorption band is associated with carbon. There is general agreement that 

carbon is involved in the precipitation of oxygen in silicon, but there is considerable controversy 

concerning the responsible mechanism(s).  

It was demonstrated that carbon in excess of 0.6 ppma plays a major role in oxygen 

precipitation at temperatures below 750°C and point out that such precipitates may dissolve at 

temperatures above 1150°C. Carbon is also shown to be involved with “new donor” formation. 

Carbon interacts strongly with oxygen, which is introduced into float-zone silicon in significant 

quantities during the longtime, high-temperature diffusion cycles associated with power device 

fabrication, forming defects in the material which may adversely affect device properties. On the 

other hand, it was conclude that the presence of relatively large amounts of carbon is not harmful 

to integrated circuits and other shallow devices which are fabricated for shorter times and at 

lower temperatures. Even when such devices are fabricated from Czochralski material, there is 

usually an oxygen-free region (denuded zone) near the surface where the devices exist. However, 

it was recognized that carbon may affect the bulk precipitate formation which in turn may affect 

device properties. Carbon has also been identified as the defect which pairs with group III 

acceptor centers to form complexes called x levels [32], and interactions with metallic impurities 

have been reported.  

Hydrogen. For some time, hydrogen has been known to affect the properties of the 

interface between silicon and silicon dioxide [33]. More recently, hydrogen has been shown to 

passivate donor [34] and acceptor [35] dopant species, oxygen-related thermal donors [36], and 

chalcogen double donors [37]. Hydrogen is a very rapid diffuser and can penetrate deeply into a 

silicon wafer even at very low temperatures [38]. Dry etching processes can frequently result in 

introduction of hydrogen [39] which can permeate the surface regions of the wafer [40]. Since 

hydrogen in silicon is the subject of intensive investigation at the present time, greater 

understanding of its properties in silicon can be expected to be forthcoming.  

Nitrogen. Unlike the other group V donor impurities, nitrogen appears to have almost no 

electrical activity. Its solubility is between 20 and 200 ppba. Several infrared absorption bands 

are associated with nitrogen in various states [41, 42]. Even in very low concentrations, nitrogen 

serves as an effective means for strengthening the crystal, apparently through dislocation locking 
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of nitrogen-oxygen complexes both in Czochralski crystals grown from silicon nitride crucibles 

[43] and in nitrogen-doped float-zone crystals [42]. Typical concentrations of nitrogen in doped 

crystals range from 40 to 150 ppba.  

Transition metals. Another important class of atomic impurities is the transition metal 

group which includes titanium, vanadium, chromium, manganese, iron, cobalt, nickel, and 

copper. The properties of these impurities tend to vary systematically with increasing atomic 

number. They tend to form complexes with dopants, especially boron [29, 44]. Some also 

precipitate out as silicides [45]. All these impurities are fast interstitial diffusers but some are 

faster than others. In equilibrium at high temperatures, they are in interstitial sites, but whether 

they can be quenched into interstitial sites at lower temperatures or whether they precipitate out 

depends on the relative values of the solubilities and diffusion coefficients. If these impurities are 

present in large enough concentration, they can affect the electrical conductivity, but they are 

more important as recombination centers. In general, these impurities are considered to be 

undesirable in silicon; direct impact of the presence of iron on integrated circuit yields has been 

demonstrated [46]. An elegant technique for detecting iron in silicon was developed in 

connection with this work [47]. Recently, flat band shifts in MOS capacitors with about 800 A 

thick oxides were correlated with the presence of iron contamination in the 5% HF solution used 

for preoxidation clean [48]. Subsequent work has confirmed that iron surface contamination 

degrades the properties of MOS device structures [49], but this work found that while iron ions 

in 1% HF solutions do not adhere to the wafer surface, the iron concentration on the surface is 

directly proportional to the iron concentration in HNO3 solutions. In both studies, the iron was 

introduced as ferric nitrate; the only apparent difference is the dilution of the HF solution. More 

recently, new methods based on total reflection X-ray fluorescence (TXRF) have been reported 

for analysis of metallic impurities on silicon surfaces [50]. The sensitivity of these methods 

varies with atomic number of the impurity but is of the order of l09 to l011 cm-2 for a variety of 

transition metals. The analysis depth is of the order of 3 nm. 

Other atomic impurities. Other impurities sometimes appear in silicon in significant 

quantities. Gold is widely used to control carrier lifetimes in power devices and high speed 

integrated circuits. Silver and platinum have also been used for this purpose. Lithium is used to 

form very high resistivity silicon for nuclear particle detection. The group VI series, sulfur, 

selenium, and tellurium have been investigated extensively because of its scientific interest [51]. 

Germanium is completely miscible in silicon; germanium-silicon films have been used to 

introduce misfit dislocations to provide an extrinsic gettering mechanism in epitaxial silicon 

wafers [52]. Such alloy films open new doors to defect engineering to control the properties of 

active multi-layer structures fabricated on silicon substrates [53]. 
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Extended Defects.  Dislocations are line defects which extend over many atomic spacings 

within the crystal. Stacking faults, localized regions in which the stacking order of the atoms in 

the crystal is disturbed, are bounded by partial dislocations. Precipitates are inclusions of other 

materials within the crystal structure.  

Dislocatioirs aird slip. Dislocations arise when a portion of the crystal is plastically 

deformed and slips across another portion. In silicon, as in all diamond cubic crystals, the slip 

plane between the two portions of the crystal is a (111) plane. The stresses in the crystal cause 

atomic planes to move from one equilibrium position to another. In some cases, there is an extra 

plane of atoms on one side of the slip plane; the line of atoms at the end of this extra half plane is 

called an edge dislocation, as shown in Fig. 4.15. The dislocation may move through the crystal 

along the direction of the shearing forces. Under some conditions, the crystal may twist. In this 

case, there is no extra half plane of atoms. The dislocation, known as a screw dislocation, occurs 

along the line where the planes above and below the slip plane return to their original 

relationship, as shown in Fig. 4.16. Screw dislocations move through the crystal in the direction 

perpendicular to the shearing forces.  

 
Fig. 4.15. Edge dislocation denoted by AD in the slip plane EFGH [54].  

 

 
Fig. 4.16. Screw dislocation denoted by AD in the slip plane FBCE [54]. 
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Dislocations in real crystals may be pure edge, pure screw, or, more commonly, a combination of 

both. Dislocations are characterized by a vector known as the Burgers vector which is the closure 

failure between a circuit around the dislocation and a similar circuit in a perfect crystal [55]. This 

vector, denoted by the symbol b, is perpendicular to an edge dislocation and parallel with a 

screw dislocation. A dislocation cannot end within a single crystal except at another dislocation; 

thus dislocations form closed loops or interconnecting networks [54]. The correspondence 

between the intersection of a dislocation line with the surface and the etch pit formed by using a 

preferential etch has been demonstrated by the use of copper decoration and direct imaging of 

the dislocations [56]. A standard method is available for developing and counting dislocation 

etch pits [57]. In addition a variety of X-ray techniques can also be used in studying dislocation 

characteristics [54]. 

A procedure for growing crystals free from dislocations has been developed [58]. This is 

accomplished by necking down a small seed so that the few dislocations which might remain 

grow out to a surface and then shouldering the crystal out to the desired diameter very carefully 

to avoid introducing new dislocations. All commercially available silicon crystals are today 

grown using this method. It should be noted that in dislocation-free crystals, the vacancy 

supersaturation may lead to undesirable aggregation in the form of voids or stacking faults [59]. 

Even in dislocation-free crystals, slip may be introduced during crystal growth, generally at the 

bottom of the crystal, due to excessive thermal stresses. In addition, slip may occur during 

thermal processing of wafers, particularly at points where the wafer is confined such as boat 

resting points. Slip may also be introduced during epitaxial layer growth. ASTM Standard Test 

Method F 47 [57] covers procedures for identifying slipped regions of crystals and wafers. Slip 

is characterized by lines of etch pits along <110> directions.  

Stacking faults. Stacking faults may occur during epitaxial layer growth, although modern 

methods have greatly reduced their incidence. Stacking faults are also induced by oxidation, 

either at the surface during device processing or in the bulk during oxide precipitate growth. 

Since silicon dioxide occupies more volume than the silicon consumed in its formation, an 

excess of silicon interstitials forms in the neighborhood, and if suitable nuclei and stress fields 

are present, stacking faults may form. A twin is a portion of a crystal which contains atoms 

stacked in one order (e.g., ABCAB) on one side of a boundary (the twin plane) and in the mirror 

image order (e.g., BACBA) on the other. Twins form in dendritic silicon crystals but are rarely 

seen in commercial crystals pulled from the melt. 

Precipitates. If impurities are present in concentrations larger than their solubility at a 

given temperature, they may precipitate, usually as compounds of silicon, provided that suitable 
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nuclei are present. These nuclei may arise from the presence of other types of defects 

(heterogeneous nucleation) or from tiny aggregates of the same atoms which form the precipitate 

(homogeneous nucleation) [60]. Precipitates may form during the cool down cycle after growth 

or during subsequent processing. Other defects, such as dislocation loops and stacking faults, 

sometimes form as a result of precipitation. ASTM Standard Test Method F 416 [61] covers 

detection of precipitates and other oxidation induced crystal defects by means of preferential 

etching. Identification of the chemical nature of precipitates and of precipitate morphology 

requires the use of transmission electron microscopy.  

 

4.3.3. Bands and Bonds in Pure Silicon Crystals. 

A silicon atom has 14 electrons. These are distributed two each in 1s and 2s states, six in 

2p states, and three each in 3s and 3p states. When silicon atoms are brought together to form a 

crystal, the discrete levels are broadened into bands so that all the electrons originally in a given 

energy state have energies slightly different from each other. Because there are so many atoms 

per unit volume, these bands may be regarded as continuous. In the crystal, the 3s and 3p states 

intermingle to form two bands separated by a large energy gap without energy states. There are 

four quantum states per atom in the lower band, called the valence band, and four quantum states 

per atom in the upper band, called the conduction band. The gap between these bands is called 

the forbidden energy gap, or simply the forbidden gap. As noted previously, each atomic site in 

silicon is surrounded by four nearest neighbor sites which occur at the points of a tetrahedron. 

The chemical bonds in silicon are formed between nearest neighbors, each atom of the pair 

contributing one electron. As a result, each atom is surrounded by eight electrons, four of its own 

and one from each of its nearest neighbors. Such a configuration, which is similar to that of a 

noble gas, is chemically very stable. All of the available electrons have places in the valence 

bonds and none are free to move in the lattice unless some energy is applied to break the bond. 

Another way of looking at the situation is that all the electrons occupy all of the energy states in 

the valence band. For an electron to move, it must gain enough energy to be elevated across the 

gap to an energy state in the conduction band. The energy required may be supplied from a 

photon of energy equal to or greater than the forbidden energy gap (photoconductivity) as shown 

schematically in Fig. 4.17 or from thermal energy if the temperature is sufficiently high. 

Electrons which leave the broken bonds enter states in the conduction band and are free to move 

throughout the crystal lattice. The broken bonds left behind are free to accept electrons from 

neighboring bonds, and as a result the empty states in the broken bonds, known as "holes", also 

seem to move throughout the lattice. Note that equal numbers of holes and electrons are 

produced when electrons are excited across the forbidden gap. 
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Dopant Impurities. So far, we have considered pure silicon without impurities or defects, 

and we have assumed that each lattice site is occupied by one and only one silicon atom. 

Suppose now that a phosphorus atom is substituted for a silicon atom as shown schematically in 

Fig. 4.18. Phosphorus is in the fifth column of the periodic table and has five valence electrons. 

Four of these electrons contribute to the valence bonds in the same way as the four valence 

electrons of the replaced silicon atom. 

 
Fig. 4.17. Two dimensional representation of the covalent bonds between adjacent silicon atoms 

in an intrinsic (pure) silicon crystal showing the generation of a hole-electron pair by a photon of 

energy greater than the forbidden energy gap [9].  

 

 
Fig. 4.18. Two dimensional representation of the covalent bonds between adjacent silicon atoms 

in a silicon crystal doped with phosphorus, a donor impurity, showing the generation of a free 

electron by thermal ionization of the donor impurity [9].  
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The fifth electron is not a part of the valence bond structure. It is attached to the phosphorus 

atom only by the electrostatic attraction of the positive charge of the nucleus. The energy 

required to free this electron is much smaller than that required to break a valence bond. Because 

one of its electrons can easily be freed to move about in the crystal, phosphorus is known as a 

donor impurity. In an energy band diagram, the phosphorus atom is represented by an energy 

level in the forbidden gap very close to the bottom of the conduction band. The energy difference 

between this level and the bottom of the conduction band is the energy required to free the 

electron from the phosphorus atom; this energy is known as the donor activation energy. Because 

mobile electrons have a negative charge, silicon containing phosphorus or another group V 

impurity is called n-type. If on the other hand a silicon atom is replaced by a boron atom, or 

another atom from column III of the periodic table, the impurity atom contributes only three 

valence electrons. These three electrons form valence bonds with three of the neighboring silicon 

atoms. In the fourth bond there is a missing electron, or hole. An electron from a neighboring 

bond may move into this hole with very little expenditure of energy, leaving a hole behind, as 

shown schematically in Fig. 4.19. The energies required for this are similar to those required to 

free an electron from a donor atom. Because they accept electrons from the valence band, 

impurities with three valence electrons are called acceptor impurities. An acceptor impurity is 

represented by an energy level in the forbidden gap near the top of the valence band; the energy 

difference is known as the acceptor activation energy. Since mobile holes behave similarly to 

"electrons" with a positive charge, silicon which contains acceptor impurities is called p-type.  

 

 
Fig. 4.19. Two dimensional representation of the covalent bonds between adjacent silicon atoms 

in a silicon crystal doped with boron, an acceptor impurity, showing the generation of a free hole 

by thermal ionization of the acceptor impurity [9]. 
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4.4. Polycrystalline Silicon 

 

Thin films of polycrystalline silicon have been used for a decade and a half as gate 

electrodes of metal-oxide-semiconductor (MOS) integrated circuits. The ability to self-align the 

gate electrodes of MOS field-effect transistors reduces capacitance and improves circuit speed. 

In addition to its use in conventional MOS integrated circuits, polysilicon is being used in new 

applications which demand very stringent control over its material properties; such advanced 

applications include high-value resistors in static RAMS, floating gates in electrically alterable 

ROMs, and emitters of bipolar transistors. One or even two layers of polysilicon are now used in 

virtually all advanced bipolar integrated circuits also, improving circuit performance. In addition 

to improving circuit speed, the compatibility of polycrystalline silicon with subsequent high-

temperature processing allows its efficient integration into advanced integrated-circuit 

processing and permits fabrication of new device structures.  

This excellent technological compatibility of polysilicon with integrated-circuit 

processing allows straightforward fabrication of convenient interconnections in VLSI circuits. 

Although a resistivity of less than l03 Ω cm, eight orders of magnitude less than that used for 

static RAM load resistors, is routinely achieved, the lower bound on the resistivity of polysilicon 

can limit the performance of integrated circuits which use polysilicon interconnections to 

conduct signals long distances across a chip. Therefore, alternate materials are being 

incorporated into integrated-circuit interconnection structures to replace or augment polysilicon. 

In the future, interconnections will limit integrated-circuit performance even more severely. 

Continued advances in the design of integrated circuits and the use of polysilicon in novel 

structures have brought into focus the need for a greater understanding of the detailed 

characteristics of polycrystalline-silicon films and their application in integrated circuits.  

 

4.4.1. Deposition 

Over the many years that polysilicon has been used in commercial integrated circuits, the 

equipment used for its deposition has changed greatly, evolving from low-capacity, silicon 

epitaxial reactors operating at atmospheric pressure to high-volume, low-pressure CVD systems. 

In all commercial applications, however, chemical vapor deposition has been used to deposit 

polysilicon. In early prototype investigations, physical vapor deposition by evaporation was 

studied, but the step coverage provided by this technique was inadequate to cover the irregular 

surface topology of the integrated circuit; by contrast, CVD techniques provided material with 
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excellent conformal step coverage, leading to the rapid acceptance of this more complex 

formation technology. 

At the time that chemical vapor deposition was first used for polysilicon deposition, the 

most common CVD system was the horizontal, atmospheric-pressure epitaxial reactor widely 

used in the late 1960s and early 1970s. This type of system (illustrated in Fig. 4.20), allows 

operation over a wide temperature range, but its capacity is severely limited by the size of the 

susceptor, on which the wafers are placed in a single layer. The low-pressure CVD (LPCVD) 

reactor developed to overcome the limited capacity of the horizontal system can form layers on 

100-200 wafers simultaneously, although the range of conditions over which it can operate 

satisfactorily is severely limited. The basic elements of the LPCVD reactor are illustrated in Fig. 

4.21.  

 
Fig. 4.20. The versatile, horizontal, cold-wall, atmosphericpressure reactor has the flexibility 

needed to develop many new CVD processes, but its limited wafer capacity makes it less 

desirable for routine manufacturing.  
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Fig. 4.21. The hot-wall, low-pressure reactor is used for routine deposition of polysilicon beof its 

high wafer capacity and simplicity. 

 

Horizontal, Atmospheric-Pressure Reactor. In the horizontal, atmospheric-pressure, 

reactor, a small quantity of the silicon-containing gas is mixed with a large amount of carrier gas, 

and this gas mixture is forced through the reactor. Only the wafers and their supporting susceptor 

are heated; the walls of the chamber remain relatively cool and little deposit forms on them. The 

forced convection region is also relatively cool so that gases flowing in this region can travel 

long distances along the susceptor without reacting significantly. The majority of the temperature 

gradient occurs across the boundary layer. In this type of reactor, energy is often coupled into the 

susceptor by radio-frequency induction or by heating the opaque support plate with lamps 

without significantly heating the walls of the chamber. (The term "susceptor" is often used to 

describe the supporting plate on which the wafers sit even when heating methods other than rf-

induction are used.) In either case, the temperature of the wafer can only be controlled within 

about 5 or 10°C, which would lead to unacceptable deposition rate and thickness variations if the 

reactor were operated in the reaction-limited regime. On the other hand, the gas flow, and 

especially diffusion through the well-defined boundary layer, is relatively well controlled, and 

operation of this reactor in the mass-transport-limited regime is preferred.  

Although the horizontal reactor is very flexible and can operate over a wide temperature 

range because the forcedconvection flow region remains cool, its wafer capacity is severely 

limited by the size of quartz envelopes available and the large area needed when wafers are 

placed in a single layer on the susceptor surface. 
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Low-Pressure Reactor. To overcome the capacity limitations of the horizontal reactor, the 

high-capacity, low-pressure reactor was developed. In this reactor the wafers are placed in a 

resistance-heated furnace similar to an oxidation or diffusion furnace and are closely spaced, 

generally perpendicular to the axis of the tube. Figure 4.22 shows that, in this reactor, the gases 

flow first through the annular space between the chamber walls and the wafers. They then move 

between the closely spaced wafers to the wafer surfaces, where the reaction occurs. If mass 

transport limited the overall reaction, the deposition rate would be markedly higher near the 

readily accessible edges of the wafers. Therefore, in contrast to the horizontal reactor, this 

reactor must be operated in the reaction-limited regime. Fortunately, the temperature of the 

resistance-heated furnace used to heat this reactor can readily be controlled to a fraction of a 

degree so that the rapid variation of deposition rate with temperature in this operating regime 

does not degrade control of the deposited film thickness. 

 

 
Fig. 4.22. The narrow space between wafers in the lowpressure reactor makes gas diffusion to 

the centers of the wafers difficult.  

 

Because of the long, narrow space through which the reactants must diffuse, obtaining 

reaction-limited operation requires considerable effort. Lowering the temperature alone is not 

adequate; the ease of mass transport must also be enhanced. As we have already seen, mass 

transport can be characterized by the ratio D/S, where D is the gas-phase diffusivity and S is the 

boundary-layer thickness or another characteristics dimension of the deposition system. The 

rapid variation of the diffusivity with pressure is the key to achieving surface-reaction-limited 

operation in this type of reactor. The diffusivity is inversely proportional to the total pressure; 

reducing the pressure by a factor gf several thousand to a fraction of a torr (tens of pascals) 

increases the ease of gas-phase diffusion by a similar amount. Making the mass transport easier 

by operating at reduced pressures thus moves the deposition process into the reaction-rate-

limited regime, as desired. To maximize the deposition rate, the partial pressure of the silicon-
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containing gas must be comparable to the total pressure, and little or no carrier gas is used in this 

reactor. Typical deposition conditions are shown in Table 4.2. 

 

Table 4.2. Typical plysilicon dposition conditions. 

 Atmosheric Pressure 

Reactors 

Low Pressure Reactors 

Temperature (°C) 950 620 

 

640 

Silane partial pressure 

(torr) 

0.3 

 

0.2 0.2 

Total pressure (torr) 760 0.2 1.0 

Deposition Rate 

(nm/min) 

120 

 

10 15 

Wafer capacity 20 100 100 

Carrier Gas H2 None N2 or H2 

Throughput 

(wafers/hour) 

40 

 

100-150 100-150 

* 1 torr = 133 pascals (Pa); 1 atm = 1.013×105 Pa. 

 

One significant difference between the hot-wall LPCVD system and the cold wall reactor 

is the temperature of the gases in the forced-convection region. Because the gases are heated 

significantly in the forced-convection region of the hot-wall reactor, they may decompose or 

react in this region, leading to particles on the wafer surface or a porous film, as well as changing 

the deposition rate. Gas-phase decomposition is also promoted by the limited amount of carrier 

gas available to dilute the reactants and decrease the reaction probability. For example, a 

hydrogen carrier gas can suppress the thermal decomposition of silane because it is one of the 

products of the reaction  

SiH4(g) → Si(s) + 2H2(g)    (4.5) 

The presence of hot gases in the forced-convection region is even more deleterious when 

silicon compounds are to be deposited in the hot-wall reactor. One gas may tend to decompose 

before the desired reaction between different gases occurs, limiting the variety of gases that can 

be effectively used. For example silane decomposes more readily when it reacts with ammonia in 

the reaction and the less easily decomposed, silicon-containing gas dichlorosilane (SiH2C12) is 

generally used in place of silane, leading to other problems. 
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4.4.2. Structure 

The polycrystalline-silicon films are now almost exclusively deposited in LPCVD 

reactors at a temperature near 625°C, although in the past they were often deposited at higher 

temperatures in horizontal, atmosphericpressure systems. The operating regime is chosen to 

provide the greatest control over the deposition process in the particular reactor being used.  

Nucleation and Surface Processes. In our previous discussion we focused our attention 

on the processes occurring in the gas phase because these processes depend strongly on the 

reactor used for the deposition; we also considered the overall chemical reactions. Now, we want 

to look at the processes occurring on the surface during and after nucleation because these 

processes influence the structure of the material formed. 

As the silicon-containing species approaches the wafer surface, it may react in the gas 

phase, especially when the temperature in the boundary layer is high and the silicon containing 

gas reacts at a low temperature. The reactions may form intermediate species, such as SiH2 or a 

series of reactions may proceed to form elemental silicon. In the latter case, silicon atoms may 

agglomerate into small silicon grains in the gas phase. These grains then migrate to the wafer 

surface where they form an irregular, porous deposit, as well as loosely adherent particles. This 

gas-phase or homogeneous reaction does not form the dense, uniform films needed for 

integrated-circuit applications and is usually suppressed in favor of heterogeireous reactions, 

which occur on the surface. In the case of heterogeneous reaction, some initial portions of the 

overall reaction may occur in the gas phase, especially at atmospheric pressures and higher 

temperatures [62-64], but the final stage of the reaction forming elemental silicon occurs on the 

wafer surface. The adsorbed silicon species or its precursors diffuse on the surface, and the 

structure of the final film depends strongly on the amount of surface migration possible before 

the adsorbed silicon atoms are covered and immobilized by subsequently arriving silicon atoms.  

The structure is, of course, also affected by the nature of the underlying substrate. If it is 

crystalline and atomically clean, the diffusing silicon atoms see an array of relatively low-energy 

sites at which it is favorable for them to locate. If they have enough thermal energy to migrate on 

the surface, they preferentially locate over these low-energy sites. If enough energy is available, 

the ordering is complete, and a single-crystal or epitaxial layer forms. At lower temperatures, the 

diffusing adsorbed surface atoms do not have enough energy to arrange themselves over the low 

energy sites, and the epitaxial relationship is lost. Random nuclei form on the wafer surface, and 

these nuclei join to form a polycrystalline deposit. Surface contamination can also hinder surface 

diffusion so that the diffusing atoms cannot reach low-energy sites, again preventing formation 

of a single-crystal layer. If the contamination is irregular, some very-low-energy sites may be 
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available to attract diffusing atoms from the surrounding regions, and thick deposits may form at 

these locations, leading to defects in the films. Because the excess material near the defect is 

supplied by diffusion from the surrounding regions, the film may be thinner in the surrounding 

region than in the regions distant from the defect.  

In many applications, however, the surface on which the polysilicon film is to be 

deposited is amorphous, rather than crystalline, and initial nucleation of the silicon film is quite 

different. Silicon atoms adsorbed on a perfectly clean, amorphous surface diffuse randomly and 

have a greater opportunity to re-evaporate (desorb) because they are less firmly bound to the 

surface. As the adsorbed atoms diffuse on the surface, they may encounter other diffusing atoms 

and form a pair. This atom pair is more stable than is an isolated atom and is less likely to desorb. 

As it diffuses on the surface, it may join other atoms, forming a larger, more stable cluster, until 

the cluster has a low probability of desorbing, and a critical cluster or stable nucleus is formed. 

Because the probability of diffusing atoms encountering each other depends strongly on the 

number of adsorbed atoms on the surface, it is a strong function of their arrival rate (through the 

partial pressure of the silicon-containing gas) and their desorption rate (through the temperature 

of the substrate and the binding energy of the diffusing atoms to the exposed surface). Because 

of the dependence on the binding energy, stable deposits may form on one surface while not 

forming on another surface under the same deposition conditions.  

After stable nuclei form, additional adsorbed atoms diffusing on the surface can either 

initiate additional nuclei or join existing nuclei. When the existing nuclei are close enough 

together, additional atoms are more likely to join an existing nucleus, and the number of nuclei 

saturates and remains constant as the size of each nucleus grows (Fig. 4.23) [65]. The saturation 

number of nuclei depends on the substrate, the arrival rate of atoms, and the temperature. At 

higher temperatures, adsorbed atoms, can diffuse greater distances to join an already formed 

nucleus rather than initiating a new nucleus, and fewer, but larger, nuclei form (Fig. 4.24) [66]. 

Thus, more silicon atoms must be deposited before a continuous film forms as the nuclei 

impinge on each other. Because the individual nuclei are randomly oriented on the amorphous 

surface, discontinuities form when two differently oriented or differently aligned nuclei join. 

These discontinuities (graiit boundaries) strongly influence the properties of the polycrystalline-

silicon film. 
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Fig. 4.23. The density of stable nuclei as a function of exposure time to SiH4, showing the 

incubation period, the rapid increase to a steady state value, and coalescence [65].  

 

 
Fig. 4.24. Replica micrographs of films 14 nm thick deposited at (a) 850°C and (b) 1025°C in an 

atmospheric pressure reactor. At higher temperatures more surface diffusion can occur and fewer, 

but larger, nuclei are formed.  

 

Even after a continuous film forms, the structure is strongly influenced by the thermal 

energy available for surface migration. At very low temperatures, the adsorbed silicon atoms 

have little thermal energy and cannot diffuse significantly on the substrate surface before they 

are covered by subsequently arriving silicon atoms. Once they are covered, their random 

arrangement is locked into place, and an amorphous structure with no long-range order forms. 

(The amorphous silicon films of interest to us in this chapter are formed by CVD at a 
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temperature slightly below the temperatures at which polysilicon is deposited; they are dense, 

contain little hydrogen, and differ markedly from the porous, amorphous films deposited at much 

lower temperatures by sputtering or glow-discharge techniques. We will discuss these higher-

temperature CVD amorphous films further below.) At higher temperatures, adequate surface 

diffusion is possible to allow a crystalline structure to form. On an amorphous substrate, or even 

on a crystalline substrate at intermediate temperatures, the deposited film is polycrystalline. At 

high temperatures on a single-crystal substrate, the individual nuclei may each align themselves 

with the substrate crystal so that no grain boundaries form when the individual nuclei grow 

together, and an epitaxial layer forms.  

Although temperature is the most important variable controlling the structure, pressure 

and deposition rate also affect the structure through their effect on surface diffusion, as discussed 

above. Just as surface migration decreases when less thermal energy is available at lower 

substrate surface temperatures, it also decreases when more of the available adsorption sites are 

filled by other (non-silicon) adsorbed atoms. As the arrival rate of silicon atoms increases, the 

amount of time during which the adsorbed atoms can diffuse on the surface before they are 

immobilized by subsequently arriving atoms decreases, and the amount of migration is again 

limited. 

Each of these variables can modify the ordering of the growing grains, and they are 

consequently interrelated. For example, the temperature at which a polycrystalline structure, 

rather than an amorphous structure, forms during deposition is lower at lower total pressures 

because less carrier gas is adsorbed on the surface to impede rearrangement of the atoms 

diffusing on the surface. At atmospheric pressure, the transition between the deposition of 

amorphous and polycrystalline silicon occurs at about 680-700°C; in an LPCVD reactor at a 

typical pressure of about 0.2 torr, the transition temperature is about 580-600°C. Similarly, a 

given structure is formed at lower temperatures as the deposition rate decreases so that the 

adsorbed atoms can diffuse for a longer time on the surface before they are immobilized. (This 

effect is limited, however, by impurities. At very low silicon arrival rates, impurities can be the 

dominant species adsorbed on the surface, where they impede the surface migration of silicon 

atoms. Impurities are especially harmful in systems which are not sufficiently controlled for 

purity and vacuum integrity.) Within the temperature range where polycrystalline films are 

deposited, the structure of the polycrystalline film is also dominated by the amount of surface 

migration possible during deposition. 
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4.4.3. Application 

The development of polysilicon technology was driven by the use of polysilicon as a gate 

electrode for integrated circuits. However, once it was developed, polysilicon technology found 

use in an increasing number of applications, not only in MOS integrated circuits, but in bipolar 

technology as well.  

 

Silicon-Gate MOS Technology. In the mid-1960s most gate electrodes were made from 

aluminum, which was deposited after the source and drain regions were doped. The aluminum 

had to overlap onto these regions to insure that a continuous channel from source to drain was 

formed when the gate was biased to turn on the transistor. The required alignment tolerance 

caused a significant Miller feedback capacitance between the gate and the drain, which slowed 

circuit speed.  

By using a material which allows the source and drain regions to be self-aligned to the 

gate electrode, as shown in Fig. 4.25, this capacitance can be markedly reduced (Fig. 4.25). 

Providing self-aligned interconnections not only reduces the Miller capacitance, but it also 

makes this capacitance more uniform from one device to another; this device matching is often 

critical for improved circuit performance. The material used for such a self-aligned structure 

needs to be compatible with the high temperatures required for the source and drain diffusions 

and other high-temperature processing steps which follow gate-electrode formation.  

 

 
Fig. 4.25. In a silicon-gate transistor, the gate electrode can be used to define the location of the 

source and drain dopant atoms, thereby eliminating the need for a large overlap of the gate 

electrode. This self-aligned structure reduces the overlap capacitance. 

 

Although other high-temperature materials, such as tungsten and molybdenum were 

investigated, the compatibility of polycrystalline silicon with integrated-circuit fabrication led to 

its rapid adoption [67]. In the initial attempts to use thin films of silicon for gate electrodes, the 
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silicon layers were deposited by evaporation. However, these evaporated films could not 

adequately cover the steps on the integrated circuit surface between the gate oxide and the field 

oxide. At the time when polysilicon technology was being developed, formation of epitaxial 

silicon by chemical vapor deposition was widely used in bipolar integrated circuits, and it was 

recognized that polysilicon could be deposited by similar techniques if the substrate was an 

oxide-coated surface, rather than single-crystal silicon. Because of the readily available 

technology and the conformal step coverage of films produced by chemical vapor deposition, 

this method of forming polysilicon layers was quickly adopted.  

One of the terms entering into the threshold-voltage expression of an MOS transistor is 

the difference between the work functions of the gate and the silicon (i.e., the "metal"-

semiconductor work-function difference ΦMS). When polysilicon is used as the gate electrode, 

the metal-semiconductor work-function difference depends on the dopant concentration in the 

polysilicon, as well as that in the silicon substrate. For maximum conductivity, the polysilicon is 

very heavily doped, and the Fermi level is generally assumed to be very near the edge of the 

conduction or valence band for n-type or p-type polysilicon, respectively. Thus, the threshold 

voltage changes by the band-gap of silicon (1.1 eV) when the dopant type in the polysilicon gate 

is changed. For the highest conductivity, the polysilicon is usually n-type; however, in CMOS 

circuits, it may be more convenient to dope the gate of the p-channel transistor p-type, especially 

if the dopant is added during the source-drain implantation. (In this case, a silicide or other low-

resistance conducting material is usually placed over the polysilicon gate to lower the 

interconnection resistance and short the p+n+ diode that would otherwise form between the gates 

of p-channel and n-channel transistors.) Choosing the correct dopant type for the gate electrode 

can also produce the desired threshold voltage without using complex dopant profiles in the 

single crystal silicon, which can degrade transistor operation (e.g., by reducing the carrier 

mobility). 

When the gate electrode is doped during the source drain implantation only, the dopant 

concentration may be lower than when a separate doping cycle is used, and the Fermi level may 

not be at the band edge. The flat-band voltage is usually comparable to that in devices with the 

polysilicon doped from the vapor phase [68], but more detailed investigation does reveal some 

differences [69, 70].  

Not only using polysilicon gates allow self-aligning the source and drain regions to the 

gate electrode, but the polysilicon can also be used as an additional partial level of 

interconnections. In addition, placing the polysilicon interconnections over thick field oxide 

reduces the capacitance below that of diffused interconnections. The additional level of 

interconnections provided by polysilicon cannot be used as effectively as other levels, however, 
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because the processing sequence of a typical silicon-gate integrated circuit prevents forming a 

heavily doped region of single-crystal silicon under the polysilicon line. However, even with this 

limitation, polysilicon interconnections provide additional flexibility in integrated-circuit layout. 

As integrated-circuits complexity increased, interconnecting devices became more critical, and 

the additional flexibility provided by polysilicon interconnections was of increasing benefit. 

The ability of polysilicon to withstand subsequent high-temperature processing also 

allowed development of more reliable integrated-circuit fabrication processes. Coverage of 

surface steps by evaporated aluminum interconnections has always limited yield and reliability. 

When polysilicon gates with their ability to withstand high temperatures are used, a phosphorus-

containing, silicon-dioxide layer can be deposited over the polysilicon and heated until it 

becomes viscous and "flows," reducing the abruptness of the steps which the aluminum must 

cover. This phosphosilicate glass (PSG) can be flowed before the contact windows are opened 

through the oxide to the underlying heavily doped source and drain regions. It can also be flowed 

("reflowed") after the windows are opened to provide a more easily covered step at the edges of 

contact regions. In addition to its applications in normal silicon-gate structures, the high-

temperature capability of polysilicon allowed development of more complex structures, which 

provided denser integrated circuits even with the same minimum feature size. For example, the 

size of the one transistor, dynamic random-access-memory cell can be reduced significantly by 

using two different layers of polysilicon-one as the gate of the access transistor and one as the 

counter electrode of the storage capacitor. Figure 4.26a [71] shows that the single-layer-

polysilicon, dynamic RAM cell requires space between the gate and capacitor counterelectrodes. 

The space between these two polysilicon features is filled with a diffused region to prevent a 

barrier between the inversion layers under the electrodes and to allow charge transfer to the 

storage region when the access transistor is turned on. When two levels of polysilicon are used 

(Fig. 4.26b), the access transistor and the storage region are separated only by the thickness of 

the oxide grown on the side of the first level of polysilicon, rather than by the minimum 

horizontal feature size. Thus, the cell size is reduced appreciably, but at the expense of more 

complex processing. Although the electrodes are separated by the finite thickness of the oxide 

grown on the side of the first layer of polysilicon, fringing fields reduce the barrier between the 

two electrodes when both are biased to induce inversion layers in the substrate. Charge-coupled 

devices (CCDs) also use closely spaced, independent polysilicon electrodes above single-crystal 

silicon to allow charge transfer between adjacent inversion layers in a compact device structure. 
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Fig. 4.26. Dynamic RAM cells achieved with (a) a single layer of polysilicon and (b) two layers 

of polysilicon. Using two layers eliminates the need for the lateral separation between the gate 

and storage electrodes and allows a more compact cell [71].  

 

Fabrication of device structures with two levels of polysilicon often takes advantage of 

the difference in the oxide thickness grown on lightly doped single-crystal silicon and on heavily 

doped polysilicon. The oxide under the second level of polysilicon serves as the capacitor 

dielectric for the storage cell and should be as thin as possible for maximum charge storage. On 

the other hand, the oxide between the two levels of polysilicon should be as thick as possible to 

reduce unwanted parasitic capacitance between these two electrodes and increase the breakdown 

voltage. The more rapid oxidation rate of heavily doped polysilicon compared to lightly doped 

single-crystal silicon provides the desired difference in oxide thickness. Oxidation conditions can 

be chosen to maximum this difference, consistent with other limitations on processing conditions.  

Gettering. In some processes, the high-temperature capability of polysilicon also allows 

efficient gettering of heavy metals away from critical device regions. The single crystal silicon 

on the back of the wafer can be exposed by removing oxide layers from the back before the 

polysilicon on the front of the wafer is heavily doped with phosphorus from the gas-phase so that 

phosphorus is also added to the back of the single-crystal wafer. The phosphorus-containing 

region on the back of the wafer can attract heavy metals during all subsequent high-temperature 

device processing. This gettering can be important in providing highly reliable integrated circuits 

in high-volume production. For example, removing the metals from the region under the storage 

capacitor of a dynamic RAM reduces the generation-recombination centers there, and increases 

the time allowed between refresh cycles. However, backside gettering is becoming less 
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important today as integrated-circuit fabrication temperatures are reduced and thicker wafers are 

used. Alternate gettering techniques are being developed which do not rely on diffusion of heavy 

metals through the entire thickness of the silicon wafer. 

EEPROMs. Using two layers of polysilicon can also be valuable in other devices. For 

example, a substantial amount of electrically erasable, programmable read-only memory 

(EEPROM) is frequently included on a microprocessor or other computer chip to allow storage 

of code specific to a particular application and other information that must be in frequently 

modified. This type of nonvolatile memory element requires one level of polysilicon above 

another in the gate region of the device. The first level is not electrically connected and "floats". 

The charge stored in this floating gate determines the condition of the underlying single-crystal 

silicon between the source and drain regions. If it contains excess electrons, it attracts holes and 

turns off an n-channel device. The opposite charge creates an inversion layer in the silicon and 

allows current to flow between source and drain. Application of a voltage of the appropriate 

potential allows charge to be transferred through the gate oxide to charge the floating region and 

"write" a cell of this programmable read-only memory. The charge may be generated by 

avalanching the drain-substrate junction to create free carriers, which are then attracted to or 

repelled from the floating gate by the potential on the overlying control gate. The charge can be 

removed from the floating gate by tunneling through the oxide separating the two layers of 

polysilicon. If this method of erasing the cell is used, the surface texture of the lower layer of 

polysilicon is critical. We have already seen that the conduction through oxide grown on 

polysilicon depends strongly on the asperities on the polysilicon surface. Control of the 

deposition conditions and the resulting structure of the polysilicon is more critical for this 

application than probably for any other. 

High-Value Resistors. After polysilicon technology was developed for silicon-gate 

structures, it quickly found use in other applications, such as static RAMS. A typical static RAM 

circuit uses a cross-coupled structure that allows current to flow in one or other other of two 

parallel current paths. This static RAM cell can be formed by using two transistors in each leg of 

the circuit and two access transistors, one connected to the intermediate note of each leg of the 

circuit, forming a 6-transistor cell. To conserve area, the two load transistors can be replaced by 

high-value resistors to obtain a 4-transistor, 2-resistor cell [72]. The requirements on the 

resistance are not severe. It must be low enough to provide adequate current to retain charge on 

the intermediate node of each leg of the circuit and prevent noise from causing the cross-coupled 

cell to change state; it must be high enough to limit the current flowing through the driver 

transistor that is turned on so that the power dissipation remains acceptable. Resistors in the 

range of 109 Ω are generally satisfactory.  
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Using lightly doped polysilicon for this application is attractive; it is compatible with 

standard integrated-circuit processing and can even be placed above an active element on the 

circuit to reduce the cell size. It only needs to be shielded from dopant introduction during 

doping of the polysilicon gate or the source and drain regions. Undoped polysilicon has a 

resistivity in the mid-105 Ω-cm range. With a typical thickness of a few hundred nanometers, a 

sheet resistance of about 1010 Ω/sq. is easily obtained. In some cases, this value is satisfactory; 

more frequently, however, a somewhat lower resistance is needed to insure that adequate current 

is available to avoid stray charge from switching the state of the cell. A small amount of dopant 

can readily be added by ion implantation. Although control of the resistivity in the lightly doped 

region is difficult, the wide range of resistance allowed in this circuit makes lightly doped 

polysilicon acceptable.  

Because hydrogen can change the resistance of high-value resistors by saturating 

dangling bonds at grain boundaries, the effect of hydrogen during device fabrication and 

operation is of concern. Moderately doped films are most sensitive to the barrier heights at grain 

boundaries, and are affected most strongly by the addition of hydrogen. Because the high-valued 

polysilicon resistors used in static RAMS are often doped in this range, the value of the resistors 

can be inadvertently changed by hydrogen introduced during the later stages of the fabrication 

cycle or during operation. Hydrogen from a plasma nitride passivation layer is of special 

concern; as we have seen, hydrogen from this source effectively passivates dangling bonds in 

polysilicon, and it can move during device operation, changing the value of the resistor. If circuit 

margins are not adequate, these changes pose a severe, long-term reliability problem.  

Although polysilicon load resistors are adequate for many static RAM cells, improved 

circuit performance is obtained if the element connected to the transistor being turned off can 

conduct enough current to charge the intermediate node rapidly, and a voltage-variable load 

element is advantageous. If the perpendicular electric field provided by a gate electrode can 

modulate the conductivity of a polysilicon resistor to even a moderate degree, the circuit 

performance of the static RAM can be improved. To obtain this load element and simultaneously 

increase circuit density, the polysilicon layer can be placed above a thin oxide on the gate 

electrode of the bulk MOS transistor so that one gate electrode can control both the bulk 

transistor and the voltage-variable polysilicon resistor. As an extension of this concept, the 

possibility of constructing an MOS transistor with its channel in a layer of polysilicon has been 

explored for this and other applications. 

MOS Transistors in Polysilicon. Operation of conventional integrated circuits requires 

compromises to avoid interactions between nearby elements. CMOS devices suffer from latch-

up between neighboring n-channel and p-channel transistors; capacitive coupling to the high-
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relative-permittivity silicon can degrade circuit performance. Charge generation in the 

underlying silicon can reduce the radiation hardness of circuits in bulk silicon; charge injected at 

one node may travel to another node through the substrate, changing the charge state of dynamic 

memory cells. More conceptually, restricting integrated circuits to a single plane of devices at 

the surface of a bulk silicon wafer limits the type of devices and circuits possible. The ability to 

use the third dimension would allow fabricating novel device structures and should also reduce 

the interconnection length between devices.  

The concept of placing the active layer of an MOS transistor within a thin layer of silicon 

has been explored for a number of years. MOS transistors with their conducting channels in 

polysilicon were fabricated early in the development of MOS integrated circuits [73, 74]. Figure 

4.27 shows a p-channel transistor with its channel in a layer of polysilicon and the corresponding 

drain characteristics. Although the shape of the characteristics is similar to that of bulk MOS 

transistors, a large gate voltage must be applied before significant drain current flows, and the 

transistor has a very low transconductance. This inefficiency of the gate voltage in inducing a 

conducting channel can be attributed to the high concentration of allowed trapping states within 

the forbidden gap of polysilicon films, especially at the grain boundaries. As a gate voltage is 

applied, the energy bands must be bent to induce a conducting inversion layer near the silicon 

surface. Before a conducting channel can be induced in a material containing a high 

concentration of traps, the energy levels corresponding to many of the traps must be moved 

through the Fermi level [74]; that is, the charge state of many of the traps must be changed. 

Much of the applied gate voltage is used to charge or discharge trapping levels, rather than 

inducing conducting free carriers in an inversion layer, and excessively high gate voltages must 

be applied before conduction can occur between source and drain. Thus, the characteristics of 

transistors built in moderately doped polysilicon films are dominated by the behavior of the traps, 

as was the resistivity of polysilicon. 
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Fig. 4.27. (a) Cross section of an MOS transistor with its channel within a polysilicon film and 

second polysilicon layer forming the gate electrode. (b) Corresponding drain characteristics of a 

p-channel transistor: Id = -50 pA/div, Vd = -2V/div; Vg = -2.5 V/step, 8 steps. 

 

Because most of the traps are located near the grain boundaries, the transistor can be 

visualized as several transistors in series. Comparatively high-quality grains are separated from 

each other by highly defective grain boundaries. The regions above the central portions of the 

grains have a threshold voltage determined by the normal transistor equations for single-crystal 

silicon; the regions above the grain boundaries have a much higher threshold voltage. A 

moderate gate voltage bends the bands and induces conducting channels over the central regions 

of the grains, but barriers to conduction still exist at the surface near the grain boundaries, and no 

continuous conducting channel is formed. Conduction is not obtained until a considerably higher 

gate voltage is applied to change the charge state of the traps at the grain boundaries near the 

surface of the polysilicon and induce conducting channels where the grain boundaries intersect 

the surface. Consequently, the observed threshold voltage is much higher than expected from the 

average dopant concentration. 

Even when a continuous conducting channel has been induced, the transistor 

characteristics are still influenced by the number of trapping states near the surface of the silicon. 
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If the number of states that must be moved through the Fermi level to change the surface 

potential slightly and increase the drain current is small, the current can increase rapidly because 

the effective channel length of the currentlimiting region is very short (only above the 

grainboundaries; the remaining regions are heavily inverted already). On the other hand, if the 

trap density is high, the charge state of many traps must still be changed as the gate voltage is 

increased, and the effective mobility remains low. The latter case applies in the fine-grain 

polysilicon normally deposited in integrated-circuit fabrication processes.  

More useful transistors can be obtained by employing accumulation-mode transistors in 

place of the more common inversion-mode transistors normally used in silicon integrated circuits. 

In bulk silicon transistors, useful devices can only be obtained by modulating an inversion layer 

near the surface of the silicon; the conduction of the thick wafer under the gate cannot readily be 

modulated by changing the gate voltage. In addition to confining the conducting layer, the use of 

an inversion-mode transistor electrically separates the conducting channel from the common 

substrate by a depletion region and provides the needed isolation between transistors.  

In a thin-film transistor, however, an oxide layer lies immediately beneath the silicon film, 

and parallel conduction in the bulk of the film can be small if the film is lightly doped. An 

accumulation layer can be induced near the surface of the film to provide the transistor action, 

while little current flows in the absence of this accumulation layer (especially if the bulk of the 

film is depleted of free carriers at zero gate voltage). Generating an accumulation layer requires 

less bending of the energy bands than does forming an inversion layer, so the applied gate 

voltage does not need to change the charge state of as many trapping levels within the 

polysilicon film as in an inversion-mode transistor. Conduction modulation is easier, and the 

magnitude of the transistor threshold voltage is lower. The characteristics of an accumulation-

mode transistor depend on the thickness of the polysilicon film; a thin film can be completely 

depleted so that little drain current flows at zero gate voltage, while the neutral region in a 

thicker film can lead to significant "leakage" current.  

Even in accumulation-mode transistors in fine-grain polysilicon, however, the threshold 

voltage remains too high to be readily compatible with the voltages commonly used in integrated 

circuits. Although these transistors may be useful in specialized applications, the characteristics 

of the polysilicon must be modified before transistors in polysilicon can be used in more 

standard integrated circuits.  

Two different approaches can be taken to reduce the effective trap density in polysilicon 

to levels which allow more useful transistors to be fabricated. Because these trapping states are 

predominately located at grain boundaries, we must reduce the effectiveness of the trapping 

states at the grain boundaries or modify the grain boundaries themselves. In the first approach, 
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the defects are passivafed (eg, by adding active hydrogen), so that they do not provide active 

levels within the forbidden gap to act as traps. A smaller fraction of the applied gate voltage is 

then used to change the charge state of the traps, and it is more effective in inducing and 

modulating a conducting channel; the threshold voltage decreases, and the mobility increases [75, 

76]. Although their properties do not approach those of transistors in bulk wafers, hydrogen-

passivated transistors may be quite satisfactory for selected applications, such as the load 

elements of static RAMS or the peripheral circuitry for active-matrix-addressed displays.  

However, even when the grain boundaries are passivated with hydrogen to the maximum 

extent practical, the number of active grain-boundary states is still large, and the transistor 

characteristics are markedly inferior to those of transistors in single-crystal silicon. To achieve 

transistors of much higher quality, the grain boundaries themselves must be removed or at least 

reduced in number. This can be accomplished by melting the entire thickness of the finegrain 

polysilicon film with a scanned heat source, such as a cw laser, an electron beam, a graphite rod, 

or a high-intensity incoherent light source. When the silicon solidifies, only a relatively small 

number of grains nucleate, and these grains then grow into the rapidly cooling molten silicon to 

produce large-grain material containing few grain boundaries, and consequently, few grain-

boundary traps. The entire thickness of the fine-grain silicon must be melted so that the 

solidifying silicon does not regrow on the remaining small grains to again produce a fine-grain 

structure. A moving heat source is generally used so that the lateral temperature gradient 

promotes growth of the few nucleating grains; alternatively, the desired lateral thermal gradient 

can be obtained by locally varying the amount of power absorbed to melt the silicon (ie, by 

locally varying the reflectivity and using a narrow-band optical source) or by locally varying the 

thermal conductance.  

Transistors subsequently fabricated in this recrystallized silicon have properties 

approaching those of transistors in single-crystal silicon, and are much superior to transistors 

fabricated in fine-grain polysilicon. Field-effect mobilities are typically about 1/2 to 2/3 those of 

transistors in bulk silicon wafers [77]. These transistors are quite useful in a number of 

applications, but the few remaining grain boundaries impede their use in VLSI applications. If a 

grain boundary is parallel to the current-flow direction and intersects the source and drain 

regions, the source-drain dopant can readily diffuse along the grain boundary during device 

fabrication [78] to reduce the effective channel length or even cause a short circuit in a small-

geometry transistor. If the grain boundary is perpendicular to the current-flow direction, it 

presents added impedance to current flow. Large-geometry transistors contain many grain 

boundaries, and the transistor characteristics of one device do not differ markedly from those of 

another. In small-geometry transistors, however, some transistors will contain grain boundaries 
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and others do not. The resulting variation in transistor characteristics cannot be tolerated in high-

performance circuits, and the few remaining grain boundaries must be removed. 

Two techniques can be used to produce material free of grain boundaries in the active 

transistor regions. In one approach, windows (seeding regions) are periodically opened in the 

oxide above the single-crystal substrate before the fine-grain polysilicon is deposited. As the 

molten silicon solidifies during recrystallization, the crystal structure of the substrate propagates 

into the solidifying material, first vertically, then laterally over the oxide. In this manner, grain-

boundary-free, single-crystal silicon is obtained over the insulating oxide. However, the distance 

that the grain-boundary-free material can propagate laterally is limited, making the technique 

difficult to control. Alternatively, regions of transparent material of varying thicknesses can be 

placed above the silicon before recrystallization so that the amount of power absorbed from a 

narrow-band optical source varies from one region to another. The regions which absorb the least 

power are coolest and solidify first so that any grain boundaries which subsequently form are 

located away from these regions. In this manner, the location of defects can be controlled 

photolithographically, and they can be placed outside of the active device regions (Le., in the 

field regions). This technique can be coupled with the "seeding technique" discussed above to 

control the orientation of the grain-boundary-free material. Transistors subsequently fabricated in 

these single-crystal films have properties very similar to those of transistors in bulk silicon 

wafers, although the floating neutral region beneath the channel leads to the so-called kink-effect 

[79] and other, more subtle differences [80, 81]. 

 

Bipolar-Circuit Applications. Although polycrystalline silicon is most frequently used in 

MOS integrated circuits, it is becoming crucial in highperformance, bipolar integrated circuits 

also. Its use decreases parasitic resistance and capacitance and also reduces reverse carrier 

injection from the base into the emitter.  

In modern bipolar transistors, the minority-carrier transit time through the thin base 

region is very short, and the operating speed of the transistor is limited by parasitic elements. 

The resistance of the extrinsic base region (ie, the region between the iiitrirzsic base under the 

emitter and the external base contact) can degrade device performance significantly, as can the 

capacitance associated with the depletion region between the extrinsic base and the collector. In 

typical bipolar transistors, the extrinsic base region is heavily doped to reduce its resistance 

(while increasing the capacitance). However, in conventional structures the extrinsic base region 

must be separated from the emitter region by an alignment tolerance, and the decrease in base 

resistance provided by the heavily doped, extrinsic base region is limited; it is also variable 

because of varying mask alignment. To reduce the need for a trade-off between low base 
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resistance, low capacitance, and ease of mask alignment, a polysilicon layer can be used to 

provide most of the extrinsic base. The size of the extrinsic-base region in the single-crystal 

silicon is reduced, and most of the extrinsic- base region is placed in a layer of polysilicon above 

an oxide, as shown in Fig. 4.28a. The extrinsic-base-collector capacitance is reduced in this 

structure because a thick layer of low-permittivity oxide separates the two regions over most of 

the area. In addition, the polysilicon of the extrinsic base can be used to self-align the emitter 

region to the extrinsic base so that the two are closely spaced and independent of alignment 

variations. Thus, using a polysilicon extrinsic-base region greatly improves the performance of 

bipolar transistors. 

 

 
Fig. 4.28. Two layers of polysilicon can be used in the polysilicon-emitter transistor, with an 

oxide on the sidewall of the first layer separating the two. (a) The extrinsic-base region is formed 

by the first polysilicon layer which extends over the field oxide. (b) Boron is diffused from the 

polysilicon into the single-crystal silicon to make contact to the intrinsic base, which can be 

added by implantation. The polysilicon is oxidized, and the oxide is removed from the single-

crystal region which is to become the emitter. (c) A second layer of polysilicon is deposited and 

defined either before or after adding the emitter doping to the single-crystal silicon. (d) Contact 
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to the base region is formed over the oxide, reducing the area of the single-crystal extrinsic -base 

region. 

 

Polysilicon can also be advantageously applied to the emitter region of bipolar transistors 

(Fig. 4.28c). In the most straightforward application, the polysilicon serves as a source for the 

dopant atoms diffused into the single- crystal silicon to form the emitter. When high 

concentrations of dopant are added directly to single-crystal silicon by either gas-phase diffusion 

or by ion implantation, defects can form in the silicon. Because the heat cycles which can be 

used after emitter doping must be very limited to avoid excessive dopant diffusion, removing this 

damage adequately is often difficult. If the dopant is added to a polysilicon layer above the 

single-crystal silicon and then diffused from the polysilicon into the single-crystal silicon, the 

single-crystal region is not damaged, and a high quality emitter can be formed. Because the 

dopant diffusivity is much lower in single-crystal silicon than in polysilicon, an emitter formed 

in this manner can be very shallow.  

Using a polysilicon region above the emitter offers other advantages in addition to 

providing a convenient source of dopant atoms. Such polysiiicort-entitter bipolar transistors can 

have much higher gains than do similar transistors in which metal makes direct contact to the 

single-crystal emitter. One of the factors degrading transistor performance is the injection of 

holes from the p-type base region into the n-type emitter. This reverse iitjectiorz adds to the base 

current a component which reduces the emitter ittjectioir efficieizcy and, therefore, the gain of 

the transistor. Placing a layer of polysilicon above the emitter reduces the reverse injection and 

increases the overall transistor gain. The detailed mechanism for this reduction in reverse hole 

injection is not fully understood, and several explanations have been proposed.  

First, the role of the interfacial oxide between the polysilicon and the single-crystal 

silicon appears to be critical [82]. A thin, residual oxide layer between the polysilicon and the 

single-crystal silicon may impede hole transfer from the base into the emitter. Alternatively, 

holes may be injected into the polysilicon to diffuse toward the emitter contact, where they 

would recombine. Because the polysilicon layer is typically thicker than the single-crystal 

emitter region, the hole gradient is reduced, and less injection occurs [83]. The lower lifetime of 

minority carriers in polysilicon, however, limits the benefit of which can be gained by this 

mechanism, suggesting that the role of the polysilicon-single-crystal interface is crucial in 

obtaining the highest transistor gain. More detailed observations show that the gain enhancement 

decreases when the thin oxide between the single-crystal silicon and the polysilicon becomes 

discontinuous. Although the maximum gain enhancement can be obtained with a thin, 

continuous interfacial oxide, practical use of such a structure is questionable because control of 
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this interfacial oxide is difficult: if it is too thin, the gain is reduced; if it is too thick, the emitter 

resistance is excessive. However, even without the gain related to the interfacial oxide, using 

polysilicon in the emitter region offers substantial advantages, and most high-performance 

bipolar processes use polysilicon-emitter transistors.  

An alternate method of reducing minority carrier injection from the base into the emitter 

is to use a material with a wider bandgap which presents a large barrier to reverse minority-

carrier injection. Oxygen-doped polycrystalline silicon (Semi-jrisulating mlycrystallitie silicoii 

or SIPOS) has been used for this purpose [84]. Because of the alignment between the bandgaps 

of single-crystal silicon and SIPOS, electron injection across the heterojunction is not 

significantly impeded, but the unwanted reverse injection of holes into the emitter is greatly 

reduced, improving the injection efficiency. 

 

Polysilicon Diodes. In addition to transistors, other devices can be fabricated in 

polysilicon films. The simplest device is a lateral p-n junction diode [85, 86]. A structure in 

which both the p-type and the n-type regions are heavily doped can readily be obtained in a 

CMOS process which employs p+ and n+ polysilicon gates for the p-channel and n-channel 

transistors, respectively. (As mentioned above, these diodes can be undesired parasitic elements 

between the two types of transistors unless a silicide is formed over the polysilicon or the two 

gate regions are connected together by other means. However, in other cases, the diode may be 

used advantageously.) The diode quality factor is typically about 1.8-2 [85], indicating that 

recombination in the space-charge regions dominates; the breakdown voltage is low because of 

the heavy doping on both sides of the junction. The breakdown voltage can be increased by 

reducing the dopant concentration on one side of the junction. However, because of the rapid 

increase in resistivity of polysilicon with decreasing dopant concentration, the series resistance in 

the polysilicon diode can rapidly limit the device performance. The low lifetime in polysilicon 

does, however, reduce minority-carrier storage, and polysilicon diodes are expected to switch 

rapidly. 

 

Polysilicon Pressure Sensors. Polycrystalline silicon is also used in pressure sensors. In 

this application, a thin layer of polysilicon is placed over an oxide, and resistors are formed in 

the polysilicon. A hole is etched through the substrate from the back, leaving a thin membrane of 

oxide and polysilicon. When pressure is applied to the membrane, the polysilicon distorts, and 

the values of the resistors change. In a typical circuit, unstrained resistors are located nearby over 

the thick silicon wafer for comparison so that small changes in resistance can readily be 

measured. Because of the grain boundaries, the sensitivity of these polysilicon pressure 
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transducers is only about half that of single-crystal silicon pressure sensors, but their ease of 

fabrication and isolation from the substrate make polysilicon pressure transducers useful devices. 

 

Device Isolation. In addition to forming part of the active device structure, polysilicon is 

also used for isolation between adjacent devices. The oldest application of polysilicon that is still 

in current production is its use as the supporting layer for the single-crystal islands of 

dielectrically isolated integrated circuits [87]. To fabricate a circuit using this technology, a 

single-crystal substrate of the appropriate conductivity type (e.g., n-type to serve as the collector 

of a bipolar transistor) is first oxidized, and the oxide is patterned. Isolation moats are etched into 

the substrate to a depth greater than the thickness of the final silicon pockets. If (100)-oriented 

silicon is used, the etching terminates when the etched grooves reach the apex of a V formed by 

the intersection of (111) planes; the depth of the grooves is determined by the width of the oxide 

removed from these regions. After a heavily doped region, which serves as the buried layer or 

subcollector, is added and the surface is oxidized, a thick layer of polysilicon is deposited.  

Because this layer of polysilicon serves as a mechanical support, it must be 

approximately as thick as a starting silicon wafer, and high deposition rates are needed. 

Therefore, the deposition is usually carried out at a high temperature using a chlorinated silicon 

compound, such as dichlorosilane or silicon tetrachloride. Using a high temperature also reduces 

wafer deformation (warpage) during deposition by increasing the desorption of gaseous 

impurities and increasing surface migration. After polysilicon deposition, most of the original 

single-crystal wafer is removed by mechanically lapping and polishing the wafer until the 

previously formed grooves appear. The structure is then inverted, and transistors are fabricated in 

the exposed single-crystal silicon pockets. Because of wafer distortion during the process, the 

pockets are often displaced substantially from their original location. Registration of devices to 

the pockets is difficult, and this technique can only be used for low-density circuitry. However, it 

does provide the excellent isolation required for very-high-voltage or radiation-tolerant 

integrated circuits. Some of the limitations can be removed by using self-terminating etching 

techniques [88-90] so that grooves do not have to be formed before polysilicon deposition. The 

registration limitation is then removed, but controlling the polysilicon-deposition and silicon-

removal processes remains difficult, restricting the technique to specialized applications.  

In another isolation technique that also uses polysilicon formed at high temperatures, 

polysilicon and epitaxial silicon are simultaneously deposited. The substrate is first oxidized, and 

the oxide is defined to leave it in the regions where polysilicon is to be formed. During 

subsequent silicon deposition, the material grown on the exposed silicon substrate is epitaxial 

and that on the oxide is polycrystalline. Using this mixed structure takes advantage of the rapid 
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diffusion of dopant atoms in polysilicon. Dopant can readily diffuse through the entire thickness 

of the polysilicon regions while only penetrating a small distance into single-crystal silicon. This 

phenomenon can be used to form p-it junction isolation regions in a bipolar integrated circuit 

without excessively long diffusion times. The lateral diffusion into the single-crystal regions is 

also significantly reduced. To further lower the diffusion times required, doped oxides can be 

used to nucleate the polysilicon, so that diffusion occurs into the polysilicon regions both from 

the top and from the bottom. A heavily doped collector sirik can also be formed by this mixed 

epitaxial-polycrystalline deposition to lower the parasitic collector resistance. Because rapid 

diffusion is essential for this technique to be useful, the structure of the polysilicon must be 

carefully controlled to provide columnar grains with the well-defined vertical paths needed for 

rapid diffusion. In addition, of course, the deposition conditions must be compatible with the 

simultaneous formation of high-quality epitaxial silicon.  

An isolation structure discussed more recently uses the familiar fine-grain polysilicon. In 

this trench-isolation technique [91], a groove is etched in the single-crystal silicon where 

isolation regions are needed. This groove is formed by anisotropic dry etching so that a narrow, 

deep “trench” with vertical sidewalls is obtained. The walls of the groove are then oxidized, and 

polysilicon is deposited to fill the groove completely. The deposition conditions are chosen to be 

well within the surface-reaction-limited regime so that the silicon-containing gas can readily 

travel down the entire length of the narrow groove. Otherwise, filling can be incomplete, leaving 

a void which produces a mechanically unstable structure. If the deposition on the walls of the 

groove is well controlled, the groove is completely filled once a layer half as thick as the width 

of the groove is deposited. A polysilicon layer of about the same thickness is also deposited on 

the oxide-covered top surface of the wafer, and this polysilicon is then removed without using a 

mask by anisotropic dry etching until the underlying oxide surface is exposed. After the oxide is 

removed from the single-crystal regions and a protective oxide is formed over the tops of the 

polysilicon-filled grooves, transistors are fabricated in the single-crystal regions. This technique 

can be used for either bipolar or MOS integrated circuits. It is very useful in dense, small-

geometry CMOS integrated circuits for suppressing latchup by increasing the effective path 

length between adjacent devices. It can also be used to form the storage capacitor of a one-

transistor, dynamic RAM cell so that a large effective storage area is obtained without occupying 

much of the wafer surface [92]. In a further refinement, both the access transistor and storage 

capacitor can be placed on the sidewalls of an etched trench [93].  

As a modification of the trench-isolation technique, a selective deposition process can be 

employed in which silicon is deposited in the grooves, but not on the top surface of the wafer 

[94]. In this case, the walls of the groove are covered with oxide, but the oxide is removed from 
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the bottom of the groove; an isolation diffusion can be added to the exposed silicon at the bottom 

of the groove, if desired. Silicon is then deposited selectively on the exposed silicon at the 

bottom of the groove, and the groove is filled from the bottom without having silicon nucleate on 

the top surface of the wafer. Control of the etching and deposition processes is critical for this 

technique to be successful. 

 

Although the dominant use of polysilicon is for gate electrodes and interconnections in 

MOS integrated circuits, virtually all new, high-performance bipolar technologies employ one, 

or even two, layers of polysilicon to improve transistor performance and increase packing 

density. The availability of polysilicon has also led to its use in floating-gate memory elements 

and in high-value load resistors. Devices with their active elements within polysilicon layers are 

also being investigated. Polysilicon diodes are attractive because of their compatibility with 

CMOS integrated- circuit processing, and polysilicon transistors can be employed both in silicon 

integrated-circuit applications and for large-area circuits, such as the active matrix and peripheral 

circuits of displays. As integrated-circuit technology continues developing, the uses of 

polysilicon will undoubtedly expand, even as its use for interconnecting elements in MOS 

integrated circuits becomes restricted by its limited conductivity. Even for MOS integrated 

circuits, however, the compatibility of polysilicon with integrated-circuit processing makes its 

continued use attractive, and it will probably be augmented by other materials, rather than being 

replaced in the foreseeable future. The widespread use of polysilicon in present applications and 

its expansion into new applications make it a material of continuing importance in silicon 

integrated-circuit technology and require continued and expanded understanding of its deposition 

and properties [95]. 

 

4.5. Amorphous Silicon 

Amorphous silicon (a-Si) is the non-crystalline allotropic form of silicon. It can be 

deposited in thin films at low temperatures onto a variety of substrates. It offers some unique 

capabilities for a variety of electronics. 

Silicon is a fourfold coordinated atom that is normally tetrahedrally bonded to four 

neighboring silicon atoms. In crystalline silicon (c-Si) this tetrahedral structure continues over a 

large range, thus forming a well-ordered crystal lattice. In amorphous silicon this long range 

order is not present. Rather, the atoms form a continuous random network. Moreover, not all the 

atoms within amorphous silicon are fourfold coordinated. Due to the disordered nature of the 

material some atoms have a dangling bond. Physically, these dangling bonds represent defects in 

the continuous random network and may cause anomalous electrical behavior. 
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Likewise, the material can be passivated by hydrogen, which bonds to the dangling bonds 

and can reduce the dangling bond density by several orders of magnitude. Hydrogenated 

amorphous silicon (a-Si:H) has a sufficiently low amount of defects to be used within devices 

such as solar photovoltaic cells, particularly in the protocrystalline growth regime [96, 97].  

However, hydrogenation is unfortunately associated with light-induced degradation of the 

material, termed the Staebler–Wronski effect [98]. 

While a-Si suffers from lower electronic performance compared to c-Si, it is much more 

flexible in its applications. For example, a-Si layers can be made thinner than c-Si, which may 

produce savings on silicon material cost. One further advantage is that a-Si can be deposited at 

very low temperatures, e.g., as low as 75 degrees Celsius. This allows for deposition on not only 

glass, but plastic as well, making it a candidate for a roll-to-roll processing technique. Once 

deposited, a-Si can be doped in a fashion similar to c-Si, to form p-type or n-type layers and 

ultimately to form electronic devices. 

Another advantage is that a-Si can be deposited over large areas by PECVD. The design 

of the PECVD system has great impact on the production cost of such panel, therefore most 

equipment suppliers put their focus on the design of PECVD for higher throughput, that leads to 

lower manufacturing cost [99] particularly when the silane is recycled [10]. 

Amorphous silicon has become the material of choice for the active layer in thin-film 

transistors (TFTs), which are most widely used in large-area electronics applications, mainly for 

liquid-crystal displays (LCDs). 

 

4.5.1. General Properties 

Fabrication techniques, such as plasma-enhanced chemical vapor deposition (PECVD), 

hot wire-chemical vapor deposition, photo assisted CVD, reactive sputtering can be used to 

produce amorphous silicon [101]. The structural and electronic properties of a-Si has been 

studied extensively, with much understanding of how electronic properties relate to local 

structural order. By definition, amorphous silicon films containing about 4 to 40 atomic 

percentage of hydrogen are generally denoted as a-Si:H [101]. Unlike the crystallite silicon 

material, a-Si:H has only a short range order which means that all four covalent bonds of Si 

atoms might not be saturated [102]. Thus it has a continuous random network structure model 

[102], in which Si has unsaturated bonds as shown below [103] (Fig. 4.29). Si atoms with 

unsaturated bonds occur as it releases the strain associated with the disordered structure. 

Commonly known as dangling bonds, they act as recombination centers and thus lead to poor 

quality solar cells. Hydrogen passivation can be considered the best technique to reduce their 
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concentration. The single electron of hydrogen atom can convert the unsaturated Si atoms to four 

fold coordinated ones.  

 

 

 
Fig. 4.29. Continuous random structure of a-Si. 

 

Thus hydrogen passivation is successful in removing dangling bonds [104]. It has been 

shown by other groups that dangling bond concentration can be reduced from 1022 to 1015 cm-3 

using this technique. For complete understanding of the working of a-Si solar cells, it is 

important to determine the distribution of the trap states in the bandgap. Figure 1.4 shows a 

density of states curve for a undoped a-Si:H film [105].  

Like crystalline silicon, the existence of extended valence and conduction band states is 

observed. However, the presence of short range order and distortion of the covalent bonds of 

fourfold co-ordinated neutral silicon atoms in amorphous structure gives rise to an exponential 

decrease of the density of states, also known as band tails [106, 107] and are given by  

]/)exp[(0 urccCC EEEGG −=     (4.6) 

]/)exp[(0 urvvVV EEEGG −=     (4.7) 

where GC and GV are density of states for conduction band tail states and valence band tail states 

respectively; and Eurv and Eurc are the measure of penetration of the conduction and valence band 

tails into the forbidden gap respectively, called the Urbach energy. For a good quality a-Si:H 

solar cells, the typical values of Eurv= 42-45 meV [108-110] and Eurc=26 meV [111], which 

means that valence band tail extends deeper into the forbidden gap. Low Urbach energy means 

lesser disorder, which is a very important property of amorphous a-Si:H. It should be noted that a 
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fraction of defect states also can be attributed to silicon atoms having three silicon neighbors and 

one hydrogen atom in tetrahedral configuration. These extra states change the Tauc’s bandgap , 

depending on the hydrogen content- from about 1.5 eV for pure a-Si to almost 2.0eV when 30 

at. % H content is recorded. Very close to the tail states exists several deep-level bands in the 

forbidden gap, believed to be related to dangling bonds [101].  

The bandedge and midgap region of density of state plot for amorphous entails further 

deeper study. As we can see from Fig. 4.30 that a boundary exists (known as mobility edge, as 

suggested by Mott et al [112]), which separates two regions i.e. high mobility region (or 

extended states), where electrons and holes are helped by band transport from localized region or 

low mobility region, where carriers undergo hopping conduction. The midgap region observed in 

amorphous silicon region has been explained by Davis and Mott [113] by making use of “bands 

of compensated levels” [106] near the midgap, which can be attributed to defects such as 

dangling bonds present in the material [106], which can be can be empty or positively charged 

(D+), neutral (D0) or negatively (D-) charged. The D0 and D- energy levels are separated by a 

correlation energy, Ueff, which is attributed to the repulsion between electrons.  

 

  
Fig. 4.30. Electronic density of states in a-Si:H [113].  

 

Mashall and Owen’s amorphous Silicon density of state model [114] highlighted the 

presence of bands of donors and acceptors in the upper and lower halves of the mobility gap 

similar to Davis and Mott model [113], which facilitated derivation of “realistic gap state 

models” [106]. Characteristics of these states have been assessed from such experiments like 

photoluminescence [115, 116], electron spin resonance (ESR) [117], and optically detected 

magnetic resonance (ODMR) [118]. Some defect states are obtained during the growth of the 

film due to hydrogen evolution from films [119]. Others seem to be related to “microstructural 
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imperfections” [106] such as polymer chains [120] with contaminants like oxygen, carbon and 

other dopants [121, 122]. Other defect levels may arise from foreign atoms and neighboring 

dangling bonds interactions, and weak bonds between Si and other atoms [106]. The sign of Ueff 

is still controversial and is still subject of lot of debate. Ueff has been approximated as 0.4 eV 

from ESR on undoped and doped a-Si:H samples [109], assuming a positive dangling bond [106]. 

Based on EDS and Photothermal Deflection Spectroscopy (PDS) it was estimated as 0.2 eV 

[123]. Negative Ueff has been proposed in works [124-127], and the value of it to be about -2eV 

as has been established based on detailed calculation [127] and claimed that this might not be 

observed during the ESR measurement. In the positive Ueff model, it has been shown that D0 is 

about 1.0 ~ 1.25eV below conduction band, while D- is about 0.25 ~ 0.45eV higher than D0 level 

[106].  

 

4.5.2. Improvement of Stability by Chemical Annealing  

The instability of an a-Si:H can be attributed to its non-equilibrium state, so it is obvious 

that any thermal or optical external disturbance, will cause structural changes in the material 

[128]. When exposed to light, electron-hole pairs are created which recombine in the film, 

release energy and ultimately leads to breakage of weak Si-Si and /or Si-H bonds facilitating 

creation of defects, which in turn deteriorates the conductivity of the film [128]. The film 

degradation process can be explained by these models: (1) the trap to dangling bond conversion 

model [129], indicates when positively correlated dangling bonds (D0) and negatively correlated 

charged defect states (D- and D+ ) capture an oppositely charged carriers it gets converted into a 

positively correlated dangling bond state, which causes an increase in D0 states and promotes 

recombination [129]. (2) Bond breaking-SJT model [130], suggests that the energy dissipated 

due to recombination of an electron-hole pair leads to breakage of weak Si-Si bonds and 

consequently increased density of midgap defect density [128]; (3) Another model [131] 

suggests that recombination of photogenerated carriers removes H from Si-H bonds creating 

concentration of Si dangling-bond defects significantly [131]. When two free H atoms combine 

together to form a metastable two- H, the two dangling bonds from which H is emitted also 

become metastable. It is seen that that during light soaking, defect density typically increases by 

an order from 1016 to about 1017 cm-3 [132]. This has been verified by Staebler and Wronski, 

who have also found revival of device quality being achieved by annealing at 180°C [128]. Other 

theories explaining this phenomenon exists as well. Some studies have identified the 

metastability in a-Si:H as arising from the breaking of weak silicon bonds [133], accompanied by 

structural rearrangements in the network, that can account for electron-spin resonance data, 

defect kinetics [134], charged metastable defects and hysteretic defect annealing [135], in 
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contrast to the H-collision model [136] that has been proposed to explain metastability through 

the rupture of Si-H, followed by H-motion, leading to H-induced complexes in the network [136, 

137]. It has been recognized that H motion can occur by cupture and formation of silicon bonds 

[138] in the amorphous network, and the role of H has been implicated as the origin of 

metastability. Local H-motion and flipping of SiH bonds also leads to a metastable state that can 

account for infrared absorption changes on light soaking [139], in contrast to metastable changes 

in H-bonding where H bonds to weak silicon bonds. For a-Si solar cells, clearly mid-gap defects 

created photo-generation are detrimental for the solar cell as they act as electron and hole 

recombination centers thereby adversely affecting their lifetime. It has also been seen to reduce 

the electric field in the middle region of the i-layer, which reduces the field assisted drift length 

or range and thus adversely affecting the collection of the carriers in i-layer [128]. With the 

target of improving stability of a-Si, several approaches have been tried, which includes the 

development of new fabrication materials, techniques and solar cell device structure. The new 

deposition methods that have been successful so far improving stability include remote ECR 

growth [140, 141], hot wire growth [142], multichamber systems [143]. It has been shown that 

the stability of graded bandgap i-layer structure solar cell is far superior when compared to that 

of a- Si:H solar cell with no grading [144]. Other approaches towards improving the stability of 

a-Si:H solar cells include use of “blocking/insulator layers, grading or p+ multilayered, i/n 

interface grading, tailoring of the i-layer” [145], and tandem solar cells [146]. Researchers have 

extensively studied various deposition materials to improve stability - high hydrogen dilution 

[147], He-dilution [148], deuterium dilution [149], and SiF4 or SiH2Cl2 [150] have been 

successful in meeting this goal. 

However, chemical annealing (CA) so far has turned out to be a very attractive method 

for improving material stability. The basic objective of chemical annealing is to cause sufficient 

ion bombardment so as to remove loosely Si-H bonds, which are very vulnerable under light 

soaking and give rise to dangling bonds easily. Again, since the hydrogen content is reduced, it 

allows us to reduce bandgap as well. The success of chemical annealing in improving stability 

has been shown in [151] , when the authors compared the stability of p-i-n solar cell based on Ar 

CA was with standard a-Si:H solar cell fabricated from SiH4 without H2 dilution. Measurement 

found that in the beginning the standard solar cell has a higher FF, but after a light soaking of 

~700 minutes, the FF of the standard one drops below that of  the CA one [151]. However, the 

FF of CA devices was low, ~55% range, implying high defect density. So, it allows us to obtain 

low bandgap material which is less susceptible to light induced degradation. Thus, chemical 

annealing helps us in improving stability of material.  
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More recently, improvements in a-Si construction techniques have made them more 

attractive for large-area solar cell use as well. Here their lower inherent efficiency is made up, at 

least partially, by their thinness – higher efficiencies can be reached by stacking several thin-film 

cells on top of each other, each one tuned to work well at a specific frequency of light. This 

approach is not applicable to c-Si cells, which are thick as a result of their construction technique 

and are therefore largely opaque, blocking light from reaching other layers in a stack. 

The main advantage of a-Si in large scale production is not efficiency, but cost. a-Si cells 

use approximately 1% of the silicon needed for typical c-Si cells, and the cost of the silicon is by 

far the largest factor in cell cost. However, the higher costs of manufacture due to the multi-layer 

construction have, to date, made a-Si unattractive except in roles where their thinness or 

flexibility is an advantage. Typically, amorphous silicon thin-film cells use a p-i-n structure. 

Typical panel structure includes front side glass, transparent conducting oxides, thin film silicon, 

back contact, polyvinyl butyral (PVB) and back side glass.  

 

 

4.6. Nanocrystalline Silicon 

Nanocrystalline silicon (also called microcrystalline silicon) is amorphous silicon, but 

also contains small crystals. It absorbs a broader spectrum of light and is flexible. It is an 

allotropic form of silicon with paracrystalline structure—is similar to amorphous silicon (a-Si), 

in that it has an amorphous phase. Where they differ, however, is that nc-Si has small grains of 

crystalline silicon within the amorphous phase. This is in contrast to polycrystalline silicon 

(poly-Si) which consists solely of crystalline silicon grains, separated by grain boundaries. The 

difference comes solely from the grain size of the crystalline grains. Most materials with grains 

in the micrometre range are actually fine-grained polysilicon, so nanocrystalline silicon is a 

better term. The term Nanocrystalline silicon refers to a range of materials around the transition 

region from amorphous to microcrystalline phase in the silicon thin film. The crystalline volume 

fraction (as measured from Raman spectroscopy) is another criterion to describe the materials in 

this transition zone. 

Nc-Si has many useful advantages over a-Si, one being that if grown properly it can have 

higher electron mobility, due to the presence of the silicon crystallites. It also shows increased 

absorption in the red and infrared wavelengths, which make it an important material for use in a-

Si solar cells. One of the most important advantages of nanocrystalline silicon, however, is that it 

has increased stability over a-Si, one of the reasons being because of its lower hydrogen 

concentration. Although it currently cannot attain the mobility that poly-Si can, it has the 

advantage over poly-Si that it is easier to fabricate, as it can be deposited using conventional low 
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temperature a-Si deposition techniques, such as PECVD, as opposed to laser annealing or high 

temperature CVD processes, in the case of poly-Si.  

 

 

4.7. Conclusions 

 

Silicon is one of the most useful elements to mankind. Most is used to make alloys 

including aluminium-silicon and ferro-silicon (iron-silicon). These are used to make dynamo and 

transformer plates, engine blocks, cylinder heads and machine tools and to deoxidise steel. 

The element silicon and their single-, poly-, nanocrystalline and amorphous forms are 

used extensively as a semiconductor in solid-state devices in the computer and microelectronics 

industries. For this, hyperpure silicon is needed. The silicon is selectively doped with tiny 

amounts of boron, gallium, phosphorus or arsenic to control its electrical properties.  

The wide application of silicon is solar cells production. Solar cells based on silicon (Si) 

semiconductors account for nearly 90% of photovoltaic (PV) products. Annual production of Si-

based PV reached more than 15 gigawatts—an order of magnitude higher than other PV 

technologies. Silicon in PV takes many forms, including the industry-dominant single-crystalline 

(c-Si) and multicrystalline wafers sawn from ingots; melt-grown ribbons; thin hydrogenated 

amorphous silicon (a-Si:H); and microcrystalline Si layers grown from gaseous precursors. 

Many improved technologies are on the horizon, including thin c-Si by epitaxial growth, 

crystallized polysilicon layers, and nanoscale Si. 
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Chapter 5. AIIIBV, AIIBVI, and other semiconductors 

 

5.1. Introduction 

Nowadays the silicon is dominant material in semiconductor electronics and photovoltaic. 

But, nevertheless, semiconductor materials AIIIBV, AIIBVI, AIVBIV have wide applications in such 

fields as high frequency electronics and optoelectronics. The various applications of these 

materials are caused, first of all, by higher carrier mobility and direct energy band. At the 

moment more and more attention is paid on research, development and application of the devices 

based on wide bandgap materials. They allow to realize the power high frequency electronic 

devices and optoelectronics devices for action in shorter wavelength region of light. 

GaN as a representative of its binary cousins, InN and AlN, and their ternaries along with 

the quaternary, is considered one of the most important semiconductors after Si. It is no wonder 

that it finds ample applications in lighting and displays of all kinds, lasers, detectors, and high-

power amplifiers. These applications stem from the excellent optical and electrical properties of 

nitride semiconductors. The parameters are imperative in determining the utility and 

applicability of this class of materials to devices. 

 This Chapter is devoted the consideration and analysis of the properties and applications 

of wide bandgap materials and their structures. 

 

5.2. Development and Applications of Wide Bandgap Semiconductors. Optical Devices 

 

5.2.1. Wide Bandgap Semiconductors Indispensable for Short Wavelength Optical Devices 

 

As the name implies, a “wide bandgap” semiconductor is one having a large bandgap 

energy (forbidden bandgap), which is directly related to the emission/absorption wavelength of 

optical devices. Typical wide bandgap semiconductors exhibit emission/absorption wavelengths 

in the green/blue part of the visible spectrum and on into the shorter wavelengths of 

violet/ultraviolet light. For example, the “blue light emitting diode” is a well known application 

of wide bandgap semiconductors. Thus in general, wide bandgap semiconductors can be defined 

as having fundamental optical absorption edges that are of shorter wavelengths than the color red 

[1].  

Examples of optical devices include light emitting diodes, laser diodes, photodiodes, 

photoconductive sensors, electro-modulation devices, and optical–optical modulation devices. 

Semiconductor light emitting devices are ultrasmall, light weight, high efficiency, and have 
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much longer lifetimes than other light sources. In particular, wide bandgap semiconductors have 

become increasingly important in the electronics industry as optical sources for full color 

displays, white light illumination, UV/deep UV light sources, and blue–violet laser diodes for 

high density DVDs. But in spite of the intense world-wide interest in the use of wide bandgap 

semiconductors for blue LEDs, a long time passed before technological breakthroughs led to the 

fabrication of p-n junctions in GaN. After 1990, the number of researchers involved in wide 

bandgap semiconductors increased dramatically following the first successful operation of the 

blue LED. 

 

Wide Bandgap Semiconductor Materials  

Figure 5.1 is a comparison of the bandgap energies and lattice constants (a) of wide 

bandgap semiconductors and other well known semiconductors including silicon (Si), GaAs and 

ZnSe. The three main types of wide bandgap semiconductors are: 

– Group III nitrides such as GaN 

– Group II oxides such as ZnO 

– Group II chalcogenides such as ZnSe 

Other important wide bandgap semiconductors such as silicon carbide and diamond are being 

studied for electronic device applications.  

In Fig. 5.1, the hexagon and square symbols represent hexagonal and cubic crystal 

structures, respectively. Materials shown in plain and italicized text refer to direct and indirect 

bandgap semiconductors, respectively. Further, by multiplying the lattice constants of hexagonal 

crystal structures by √2, it is possible t directly compare those values to the lattice constants of 

cubic crystal structures in terms of the atomic bond lengths. A bandgap energy of 2.25 eV 

corresponds to a wavelength of 550 nm (green light emission) and semiconductors with bandgap 

energies larger than 2 eV are said to be “wide bandgap.” Thus it is apparent that wide bandgap 

semiconductors are essential for fabricating optical devices emitting visible-green, blue, and 

UV/deep UV wavelengths. 

Direct bandgap semiconductors, such as GaN, ZnO, and ZnSe are necessary for 

fabricating high efficiency light emitting devices. SiC and diamond are important indirect wide 

bandgap semiconductors, and prior to recent developments in nitrides, SiC p-n junctions were 

used for fabricating blue LEDs operating in 460–470nm wavelength range. But efforts to 

commercialize such SiC LEDs were thwarted due to the poor emission efficiency which is more 

than two orders of magnitude less than that of nitride semiconductors.  

The points in Fig. 5.1 are seen to increase toward the left hand side of the graph which 

indicates that semiconductors with small lattice constants exhibit large bandgap energy. The 
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small lattice constant shows that the material exhibits strong interatomic forces, with the 

outermost shell electrons, that are responsible for chemical bonding, being strongly bound to the 

lattice thus leading to large bandgap energy. 

 

 
Fig. 5.1. Relationship between forbidden energy gap and lattice constant of wide bandgap 

semiconductors. 

 

Compared with covalently bonded group IV elemental semiconductors, group III–V 

compound semiconductors exhibit slightly ionic bonding while group II–VI semiconductors 

exhibit greater ionic bonding. 

In the case of ionic bonding, the bonding electrons are localized to the composite 

elements, resulting in weak bonding forces and large bandgap energies. ZnSe and ZnS are 

typical examples of II–VI compound semiconductors exhibiting such bonding and they have a 

“soft” crystalline structure that can be scratched during handling with tweezers. 

Thus the bandgap energy tends to increase for compound semiconductors composed of 

light elements and also having high ionicity in bonding. That is, the bandgap energy increases for 

elements toward the top right hand region of the periodic table. 

As shown in Fig. 5.1, the crystal structures of wide bandgap semiconductors are cubic 

(diamond and zincblende), hexagonal (wurtzite), and rock salt (NaCl). Generally, as the ionic 

bonding component of elements constituting compound semiconductors increases, so the 

interelemental attractive forces increase resulting in shorter distances between the elements with 
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the result that crystal structures change from zincblende to wurtzite. This is the main reason that 

many wide bandgap semiconductors exhibit a hexagonal crystal structure. Further increases in 

the ionic bonding component eventually lead to rock salt crystal structures, as seen in MgO. 

 

Overview of Optical Devices with Emission Wavelengths in the Visible Short and UV 

Regions. 

Historically, phosphide compound semiconductors were used for fabricating short 

wavelength light emitting devices. For example, high efficiency LEDs emitting up to 

wavelengths of 580 nm can be fabricated using quaternary AlInGaP epilayers grown on GaAs or 

GaP substrates. For shorter wavelengths, there have been reports on nitrogen-doped GaP that has 

an indirect bandgap, to produce isoelectronic traps, via which bound exciton recombination paths 

yield green emission in GaP diode structures. However, the emission efficiency of GaN diodes at 

630 nm is reduced to 1/50. Thus it is not possible to produce emission at shorter wavelengths 

using conventional III–V compound semiconductors. 

The AlN–GaN–InN system of compound semiconductors has been extensively studied 

for fabricating light emitting devices for wavelengths shorter than green. As described later, it is 

still not possible to reproducibly produce p-type ZnO although there have been reports of 

emission from ZnO diode structures [2]. ZnSe is widely recognized as being an excellent 

material system for fabricating blue-green LEDs and laser diodes. In spite of the tremendous 

effort expended in the development of ZnSe-based devices it was found that the lifetime of ZnSe 

optical devices was too short for commercialization and this field of research has largely been 

abandoned with developments in nitride semiconductors showing greater promise. There are still 

groups using ZnSe for fabricating laser diodes emitting at longer wavelengths. A combination of 

homoepitaxial technology and new device structures are being used for the development of 

ZnSe-based LEDs emitting white light [3].  

Figure 5.2 shows the wavelength dependence (ultraviolet to red) of the external quantum 

efficiency of nitride-based light emitting devices. Since blue, green, and other such 

semiconductor light emitting diodes are solid, robust, and highly efficient they are increasingly 

being used as light sources in displays and traffic signals. Further, it is also possible to fabricate 

short wavelength, high efficiency light sources emitting at 365 nm, corresponding to i-line 

wavelength of high pressure mercury lamps, that are widely used in industry, so the prospect of a 

long lifetime, solid state light source is of great industrial significance. Optical devices emitting 

at less than 350 nm are of interest for biological applications with increasing activity in their 

development. For reference, Fig. 5.2 also includes the wavelength dependence of the efficiency 

of AlInGaP-based LEDs. It can be seen that nitride semiconductors can be used for fabricating 
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high efficiency light emitting devices in the short wavelength spectral range. ZnO-based light 

emitting devices are still in the development stage and do not compare favorably with nitrides at 

the present time. However, although ZnO-based devices cover almost the same wavelength 

range as nitrides, they are expected to enable the fabrication of lower threshold laser diode 

devices using excitons to operate at higher efficiencies and higher temperatures. Further 

advantages over nitrides include the plentiful supply of raw materials, the ease with which 

substrates are produced, and the wide range of device applications that could use the 

transparency of ZnO [4]. 

 

 
Fig. 5.2. Comparison of the wavelength dependence of the emission efficiency (external 

quantum efficiency) of nitride and phosphorus-based semiconductors (as of September, 2005). 

 

Nitride-based light emitting devices are being used as white light sources in the 

illumination industry. The aim is to manufacture nitride devices having efficiencies higher than 

fluorescent phosphor light sources. The efficiencies of nitride light sources are already much 

higher than incandescent tungsten lamps and they are being increasingly used for localized, spot 

illumination and flash lights. Uniformly superimposing red, green, and blue (RGB) light sources 

would produce white light, but in practice it is more common to use a single light source to 

excite fluorescent phosphors. This is because it is easier to control the intensity of white light 

using a single light source than three independent RGB sources. There are two methods for 

producing white light using a single light source: 

– Use high efficiency blue LEDs to excite fluorescent phosphors with complementary emission 

wavelengths with respect to blue. 

– Use a UV light source to excite a fluorescent phosphor of the three primary colors. 
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The main issues to resolve are high efficiency and high color rendering. Nitride and ZnSe-based 

white diodes both have color rendering figures of merit that are similar to incandescent light 

sources. Nitride-based wide bandgap semiconductors are being used in high density DVD 

players as short wavelength laser diodes (LDs) having wavelengths in the range 405–410 nm. A 

range of nitride-based laser diodes have been fabricated extending continuous wave operation to 

wavelengths between 364 and 482 nm. 

 

Short Wavelength Photodetectors, Modulators, and Novel Optical Devices 

Ultraviolet (UV) sensors exploiting transparency in the visible region are examples of 

wide bandgap semiconductor photodetectors. Such solar blind UV sensors that are insensitive to 

visible light and respond only to UV irradiation are used as flame sensors and to detect harmful 

UV radiation in sunlight. High efficiency, photovoltaic type sensors have been fabricated and 

their simple structure has led to interest in photoconductive types of sensors as well.  

Recently, the bandgap of InN has been clarified as being 0.64 eV, which corresponds to 

the near infra-red region and enables AlN–GaN–InN-based nitride materials to be used for 

fabricating devices operating from the UV to near infra-red range. These properties of nitride 

semiconductors are being used to develop high efficiency tandem-type solar cells. 

The band offsets of wide and small bandgap semiconductor heterostructures can be 

several electron volts. For example, the conduction band discontinuity of AlN/GaN based 

heterostructures is approximately 2 eV, which is much larger than the bandgap itself of 

conventional semiconductors. If the thickness of the quantum well layer in such semiconductor 

heterostructures is grown to be only a few atomic layers, then the energy difference between the 

subband electron levels in the conduction band well layer is larger than the photon energy of 

optical communication wavelengths. The relaxation time of electrons from the excited level is 

extremely short at approximately 10 fs, thus enabling the possibility of fabricating inter-subband 

transition (ISBT) optical–optical switches and modulators. 

The use of wide bandgap semiconductors in optical communication requires development 

of technology for the growth of superlattice structures with atomically sharp interfaces. Further, 

wide bandgap semiconductors could also be used for fabricating quantum cascade lasers. 

However, homo and heteroepitaxial growth methods for producing bulk crystals of GaN and 

ZnO and wide bandgap semiconductor heterostructures still need to be developed to the same 

level of precision and quality as for conventional group III–V compound semiconductors.  

It is possible to grow wide bandgap semiconductors that are transparent in the visible 

spectrum, in layers of semi-insulating, semiconducting and conducting thin films. Such 

properties of ZnO are being studied for use as transparent displays. 
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5.2.2. Control of the Physical Properties of III–V Nitrides and II–VI Semiconductors 

 

Nitride materials are environmentally friendly as well as being resistant to harsh 

environments. These materials contain nitrogen, a light element often participating in strong 

chemical bonding. Oxide materials are also composed of a light element, oxygen, and exhibit 

similar physical properties.  

Irrespective of the choice of semiconductors, in order to fabricate high performance 

optical devices, it is essential to produce p-n junctions. However, it is often difficult to control 

both p- and n-type conduction in materials with strong chemical bonding or large bandgaps. 

Further, it is necessary to use multiple quantum well structures in order to improve the emission 

efficiency and other device characteristics, and the material properties are not always conducive 

to the fabrication of such structures.  

Wide bandgap semiconductors have the following common physical properties and 

problems: 

 

Difficulties in Controlling both p-Type and n-Type Conductivity 

The development of the blue LED using wide bandgap semiconductors took a long time 

primarily due to difficulties encountered in making them amphoteric, i.e., controlling both the p- 

and n-type conduction. Wide bandgap semiconductors generally show these trends. For example, 

it is relatively easy to produce n-type GaN and ZnSe but p-type films were difficult to produce 

for a long time. 

Figure 5.3 shows the theoretical models of the energy band structure of the ternary AlN–

GaN–InN alloy where the Fermi level stabilizing energy, Efs, is used as a reference in calculating 

the positions of the conduction and valence band edges [2]. The Fermi level stabilizing energy is 

a measure of the average dangling bond energy and shows the position where the Fermi level is 

pinned when defects are introduced [3]. These calculations show that controlled, n-type doping 

of GaN is easy to achieve but p-type is difficult. In the case of AlN, it is difficult to control both 

types of doping, with p-type being particularly challenging. Further, InN, which has recently 

been shown to have a bandgap of 0.64 eV, a value much smaller than the 1.9 eV previously 

reported, can be readily made as the n-type by introducing crystal defects. However, difficulties 

in producing the p-type conductivity are expected.  

The results of Fig. 5.3 is also extremely important for the design of bandlineups of nitride 

materials. That is, the formation of heterojunctions does not depend only on bandgap differences 
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but also on the resulting relative proportions of the conduction and valence band discontinuities. 

The band edge discontinuities are important parameters for forming superlattice structures. 

 

 
Fig. 5.3. Band line up of nitride compound semiconductors with reference to the stabilized Fermi 

energy of defects [2]. 

 

 
Fig. 5.4. Band line up and ease of doping of II–VI based compound semiconductors [4]. 
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Fig. 5.5. Band line ups of a several wide bandgap semiconductors based on the Harrison model 

[4]. 

 

Figure 5.4 shows the band alignment and ease of doping of II–VI chalcogenide 

semiconductors [4], where it can be seen that it is possible to produce both n- and p-type ZnSe. 

The limited data for ZnO oxides are shown in Fig. 5.5 together with band alignments for a 

selection of other semiconductors calculated according to the Harrison model [5]. There have 

been many reports on the difficulties encountered in p-type doping of ZnO. There are also 

considerable hurdles to overcome in producing both p- and n-type conduction in other wide 

bandgap semiconductors. 

 

Control of Material Properties and Effect of Epitaxial Crystal Structure. 

The hexagonal wurtzite crystal structure is the most stable form of GaN and ZnO type 

compound semiconductors. This crystal structure does not have symmetry in the c-axis direction 

and is polarized in this direction. Further, nonpolar sapphire substrates are used for growing 

these semiconductors because of the difficulties involved in obtaining appropriate homoepitaxial 

substrates. Almost all device structures are epitaxially grown on c-plane substrates. Both GaN 

and ZnO grow perpendicular to the c-plane of the substrate where the direction of the polarity of 

the c-axis affects the processing and properties of devices. Further, as seen from Fig. 5.1, a large 

lattice mismatch during growth results in the generation of rotation domains (regions with 

rotated crystal directions) and the introduction of strain.  

Effect of Crystal Polarity on Epitaxy. For the growth of GaN and ZnO on nonpolar c-

plane sapphire substrates, the epitaxy relationship for crystalline lattice between the epilayer and 
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substrate, in particular the polarity direction of epilayers, are uncertain. Thus a comprehensive 

understanding of polarity is necessary for preparing the surfaces of sapphire substrates prior to 

epitaxial growth. For MOCVD growth of GaN based nitrides, sapphire substrates are annealed at 

1,100°C in a hydrogen atmosphere producing an excess of Al on the surface and resulting in the 

growth of GaN with Ga-polarity (+c polarity). Further, nitridation of sapphire surface results in 

the formation of a thin layer of AlN with a nitrogen polarity (-c polarity) and nitrides grown on 

these surfaces have N-polarity. 

There are extremely large differences in the vapor pressures of elements constituting 

GaN-based nitride crystals. In general, +c polarity leads to enhanced surface diffusion of metal 

elements. This is used in epitaxial lateral overgrowth (ELO) technology for drastically improving 

crystalline quality and surface flatness. Further, polarity is also known to affect impurity 

incorporation mechanisms. 

The epitaxial growth of ZnO-based oxides on sapphire substrates is more complicated 

than the growth of nitrides in spite of the presence of oxygen in both the substrate and epitaxial 

layer. There are several reasons for this. First, during the initial bonding of Zn or O in the ZnO 

layer with Al or O in the substrate, the complexity of the sapphire crystal structure and the large 

differences between the lattice constants of sapphire and ZnO, results in only small differences in 

bonding energies among several permissible epitaxy relationships. 

This affects not only the polarity but also the generation of rotation domains in the ZnO. 

Another reason for difficulties during the growth of ZnO on sapphire is that oxide compounds 

are prone to grow with an amorphous structure, a trend that is more pronounced at low growth 

temperatures when accurate information about crystal polarity during growth becomes difficult 

to ascertain. 

 

Effect of Crystal Natures and Large Lattice Mismatch on the Characteristics of Optical 

Devices 

Several problems arise due to the large lattice mismatch between epitaxial layers and the 

substrates used for fabricating wide bandgap semiconductor optical devices. As a result of this 

extremely large lattice mismatch, GaN based blue LEDs grown on c-surfaces of sapphire consist 

of columnar crystal structures with approximately 1010 cm−2 lattice mismatch dislocations. The 

dislocation density in LEDs made of conventional III–V compound semiconductors is 

approximately five to six orders of magnitude less than that in wide bandgap semiconductors. 

Thus in spite of the extremely high density of dislocations, the optical emission efficiency of 

nitride semiconductor devices is miraculously high. 
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These physical properties can be explained by the short diffusion length of minority 

carriers. The effective mass of carriers in wide bandgap semiconductors is generally large. That 

is, since the diffusion length of injected minority carriers is short, it is thought that they undergo 

high efficiency emission transitions before reaching grain boundaries. Further, it is easy to 

control the electrical conduction of hexagonal wide bandgap semiconductors having even 

polycrystalline structures, leading to the conclusion that crystalline defects do not trap carriers in 

such semiconductors. Further, due to the low crystal symmetry (anisotropy), the gliding direction 

of the dislocation is also controllable, which enables alignment of the dislocations generated 

during operation in a direction parallel to the active layer. This dramatically reduces degradation 

of laser diodes operated at high carrier injection. The following properties enable significant 

improvements in device performance: 

– Relatively large contribution of ionic bonding in wide bandgap semiconductors 

– Low crystal symmetry 

– Heavy effective mass of charge carriers 

– Short diffusion length 

However, crystal polarity and the large internal strain are sources of new problems in wide 

bandgap semiconductors. That is, an extremely large electric field arises in the quantum well of 

the active layer due to polarization resulting from the crystal strain. Thus the large band bending 

in the active layer causes spatial separation of electrons and holes, which subsequently results in 

a reduction of efficiency for emission, a peak shift to longer wavelengths comparing to the 

calculated values, and dependence of the emission wavelength on the magnitude of the current. 

Homoepitaxy and nonpolar growth are being studied to reduce such problems.  

 

 

5.2.3. Other Characteristics and Trends of Wide Bandgap Semiconductor Optical Devices  

 

The environment and healthcare are becoming central themes for future research and 

development. Conventional optical devices emitting at red and infrared wavelengths are 

fabricated using poisonous elements such as P and As. At the present time, there are no 

alternative materials for producing light sources for optical communications and information 

networks. On the other hand, devices made using nitride and oxide compound semiconductors 

are not harmful to humans and the environment, and show stable operation at elevated 

temperatures and under exposure to radiation. Then a number of investigations are underway for 

developing red LEDs and green LDs by III-nitrides. Further, research and development for solid-
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state UV and deep UV light source using wide bandgap semiconductors, in particular III-nitrides, 

are intensively undertaken all over the world now.  

The large effective mass of electrons and holes in wide bandgap semiconductors could 

also enable realization of excitonic devices operating at room temperature if the binding energy 

of free excitons in the material is larger than 26 meV, the thermal energy of room temperature, 

300 K. The free exciton binding energies of GaN and ZnO at room temperature are 28 meV and 

60 meV, respectively, physical properties that raise expectations for room temperature exciton 

devices. 

The physical properties of wide bandgap semiconductors are still not completely 

understood, thus raising the possibility for development of novel functionality devices. However, 

process development for fabricating nitride devices is also important. Many researchers concur 

that the development of growth methods for high quality and cheap GaN and ZnO bulk crystals 

and/or substrates will become imperative for major advances in this field. 

 

 

5.3. Development and Applications of Wide Bandgap Semiconductors. Electronic Devices 

 

5.3.1. Silicon Carbide Electronic Devices  

Expectation for Wide Bandgap Semiconductors  

Electronics based on semiconductors has directly contributed to information, energy and 

global environment [5–9]. Electronics is the core of information technology. Computers and 

their networks have spread all over the world, which will promote further development of our 

society. The semiconductors which have been used in the progress of electronics are silicon (Si), 

gallium arsenide (GaAs) and related III–V materials. The energy bandgaps of these 

semiconductors are 1.12 eV for Si and 1.43 eV for GaAs, which are mid-range values. 

According to the progress of electronics, strong demand to use the technology has long been 

continued. However, those devices from semiconductors with mid-range bandgaps cannot be 

used for a wide range of applications owing to the performance limit imposed by the size of the 

bandgap. Nowadays, wide bandgap semiconductors take strong attention for electronic devices 

such as high-power, high-frequency/high-power, robust devices under harsh environment such as 

high temperature and heavy radiation influence, optoelectronic devices for ultraviolet detection, 

and light-emitting devices in the short wavelength region. 
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Power Devices and Limits of Si Technology 

The consumption of electric power has steadily been increasing by the rapid shift to the 

age of information. From the viewpoint of environmental protection, we should not solve the 

problem simply by increasing electric power supply. Cutting down the consumption of electric 

energy and its efficient use are urgently required, and especially highly-efficient use of electric 

power is very important, because it enables us to decrease the consumption of electric energy 

remarkably. 

Many power electronic devices are used at important places such as voltage and 

frequency control for transmitting and converting electric power. Accordingly, reduction in loss 

and performance improvement of these devices will directly lead to considerable reduction in 

electric power consumption. Present power semiconductor devices, for example inverters, are all 

made of Si. The performance of Si power devices has been improved using microfabrication 

technology that has aided the progress of Si VLSI (very large scale integration). But now, the 

performance of Si power devices is approaching its limit due to physical properties, energy 

bandgap, and we cannot expect dramatic development in Si power devices. 

 

Expectations of SiC 

Table 5.1 shows the physical properties and figures of merit of Si, GaAs, and SiC, 

together with other important requirements in device processes. The large energy bandgap, 

breakdown field strength, saturation electron velocity and thermal conductivity (similar to Cu) of 

SiC enables this material to be used for fabrication of devices that can be operated at high 

voltages and large drive currents, in high frequency, and at high temperatures. 

Conductive and semi-insulating SiC substrates can be obtained. The conductivity of SiC layers 

can be readily controlled over a wide range, 1014–1019 cm−3 both for p- and n-types by impurity 

doping. Further, the surface of SiC can be covered with high-quality oxide layers by thermal 

oxidation, an essential factor for device fabrication.  

Figure 5.6 shows a comparison of the characteristics of Si and SiC Schottky diodes, 

majority-carrier power devices. The upper figure is a comparison of the device length, which 

shows that the one order of magnitude larger breakdown field strength of SiC enables a reduction 

of its device length to 1/10 of that required for Si. The lower figure is a comparison of the 

relation between drift layer thickness and electric field strength, where the gradient of the 

straight line shows the impurity concentration; it is possible to introduce two orders of 

magnitude more impurities into SiC than Si. 
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Table 5.1. Properties of Si, GaAs, and SiC (4H). 

 Si GaAs SiC (4H) 

Energy gap (eV) 1.12 1.43 3.26 

Electron mobility (cm2 V-1 s-1) 1,350 8,000 1,000 

Breakdown field (MV cm−1) 0.3 0.4 3.0 

Saturation electron velocity (cm s−1) 1×107 1×107 2×107 

Thermal conductivity (W cm−1K−1) 1.5 0.5 4.9 

Johnson figure of merit 1 1.8 400 

Baliga figure of merit 1 15 603 

Conductivity control easy easy easy 

Oxidization easy difficult easy 

Conducting wafer yes yes yes 

Semi-insulating wafer no yes yes 

 

 
Fig. 5.6. Comparison of performance of Si and SiC devices in the case of Schottky diodes. 

 

 

Because SiC has electric breakdown field strength of about ten times larger than that of Si, 

SiC power electronic devices can be made one tenth thinner than Si. And because handling 

current density is larger, the SiC devices can be smaller over all. In the case of popularly used 

MOSFETs (metal-oxide-semiconductor field effect transistors) for power electronic devices, the 

specific on-resistance that causes thermal loss during power conversion is inversely proportional 

to the third power of the electric breakdown field strength; consequently the on-resistance of SiC 
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MOSFET becomes smaller than that of Si by two or more orders of magnitude. Also, because 

the thermal conductivity of SiC is about three times that of Si, the equipment using SiC power 

electronic devices can use simple cooling systems. Thus, the future of SiC is very promising 

because of its smaller size, lower loss, higher efficiency, and easier heat-dissipation. 

The physical properties put SiC power devices to practical use with power losses of less 

than 1/300 that of Si power devices. High-frequency operation of SiC devices can solve the 

unpleasant noise in low-frequency operation of present-day Si power devices. The upper limit of 

operation temperature for SiC power devices can be increased up to 300°C rather than at 150°C 

for Si power devices. That is, SiC offers potential for miniaturization, low power losses, high 

efficiency and simple cooling equipment. 

 

Applications of SiC Power Devices 

SiC Schottky diodes reported by Japanese researchers in 1993 and 1995 are 

commercialized in 2001, and now available as commercial products. They are slowly replacing 

Si p-n diodes in switching power supplies as fast switching diodes. Nowadays switching 

transistors are being widely investigated in the world. There are also signs of progress in 

improving electron mobility in the inversion channel of SiC MOSFETs. In a few years, 

normally-off MOSFETs will probably become commercially available. Devices for small power 

capacity with small area capable of handling several amperes are at the stage of being fabricated 

on 3-in. substrates for commercial production. The basic technological infrastructure for 

fabricating devices with larger power capacity handling several tens and above hundred amperes 

for power conversion (converters and inverters) is being prepared. 

Power electronics encompasses a very wide range of applications including electrical and 

electronic equipment, household appliances, industrial production equipment, uninterrupted 

power supplies, tractions for trains, and high voltage DC transmission equipment. Use of SiC 

power electronic systems with high efficiency and simple cooling for these applications will 

strongly reduce electric energy consumption. 

Further, there will be many major changes in the automobile industry with the 

introduction of hybrid electric cars based on conventional gasoline engine with electric motors 

and, probably in future, supported by fuel cells, which can reduce exhausted gases and reliance 

on fossil fuels. Considering a limited space of trunk, existence of high temperature around 

engine, and long-term use of batteries in automobiles, a big revolution in power electronic 

system is strongly expected. A new power electronic system, in which SiC power devices is the 

central core, is the best suited technology. 
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Figure 5.7 shows the main potential applications of power semiconductor devices. As 

shown in the figure, in the present Si power electronics, various types of power devices are used 

in individual applications, caused by historical step in the development of each device. SiC 

MOSFETs will replace Si IGBT (insulated gate bipolar transistor) technology, because the 

power loss in SiC MOSFETs is two orders of magnitude less compared with Si MOSFETs, 

which covers Si IGBT power ranges. In addition, high-frequency switching is possible with 

MOSFETs than IGBTs owing to the majority carrier operation. It is not a simple replacement, 

but it gives advantages such as miniaturization, low loss, and simple cooling system.  

 

 
Fig. 5.7. Types of power devices 

 

In communication, due to the generational change of cellular phones, new base stations 

operating at high capacity and high speed are being constructed continuously. There is also 

strong interest in the development of SiC MESFETs (metal-semiconductor field effect 

transistors) as compact, high power output microwave oscillators operating at less than 10 GHz 

for wireless base stations. Power outputs of several ten watts for these devices have been 

reported and field tested. 
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5.3.2. Nitride Compound Semiconductor Electron Devices  

 

Nitride semiconductors are of interest for more effective device solutions with respect to 

energy and the environment, as well as in the development of the information technology 

industry. This section reviews applications of nitride semiconductors and highlights the potential 

problems and trends. GaN as a representative of its binary cousins, InN and AlN, and their 

ternaries along with the quaternary, is considered one of the most important semiconductors after 

Si. It is no wonder that it finds ample applications in lighting and displays of all kinds, lasers, 

detectors, and high-power amplifiers. These applications stem from the excellent optical and 

electrical properties of nitride semiconductors. 

 

Applications of Nitride Semiconductors 

Figure 5.8 shows the device frequencies expected to be used for portable phones, satellite 

communication, wireless systems, and intelligent transportation systems (ITS). With increasing 

frequency, f, wave propagation losses generally show an approximate ∼f2.6 dependence. Further, 

the high frequency power increases linearly with increases in the volume of information. On the 

other hand, an extremely high degree of linearity is required in order to stand up to intense 

modulation and demodulation processes. These types of systems can only be realized with high 

frequency devices having high power output, high efficiency, good linearity, and low power 

consumption. To date, high frequency and low noise devices, with relatively low power output 

have been fabricated using conventional compound semiconductors such as GaAs and InP, but 

wide bandgap nitride semiconductors are required for high power output devices operating in the 

GHz range. 
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Fig. 5.8. Wireless systems and related operating frequency ranges. 

 

 

Characteristics of Nitride Semiconductors and Electron Devices 

The Ga–N atomic bonding is strong because GaN is composed of N, a light element. As a 

result the lattice constant of nitrides is smaller than conventional III–V semiconductors. Large, 

bulk crystals of GaN cannot be supplied as lattice matched substrates for epitaxial growth. This 

is a major difference compared with SiC device technology. However, the strong atomic bonding 

results in nitrides being thermally, chemically, and mechanically robust. Nitrides also show 

greater ionicity than conventional III–V semiconductors such as GaAs and exhibit spontaneous 

polarization due to lack of reverse symmetry along the c-axis of the hexagonal wurtzite crystal 

structure. Additional piezoelectric polarization arises when strain is introduced into the crystal 

structure.  

Table 5.2 shows the main physical properties of commonly used wide bandgap and 

conventional III–V compound semiconductors. At room temperature, GaN has a large bandgap 

of 3.4 eV and a breakdown electric field of 3.3 × 106 V cm−1, which is 8–10 times larger than 

GaAs. Further, the saturation drift velocity of GaN is 2.5 × 107 cm s−1, approximately 1.2 times 

larger than that of GaAs. The thermal conductivity is a little less than that of SiC, but 4 times 

larger than that of GaAs. 
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Table 5.2. Physical properties of widely used semiconductors. 

 

Material Band-

gap 

(eV) 

Relative 

dielectric 

constant 

Effective 

electron 

mass 

electron 

mobility 

(cm2V-

1s-1) 

Breakdown 

field (106 V 

cm-1) 

Saturation 

electron 

velocity 

Thermal 

conducti

vity 

Transit

ion n 

type 

(107 

cm-1) 

InN  0.6 - 

0.7  

15.0  0.04  4,000  2.0  4.2  0.8  direct 

GaN  3.4  9.5  0.22  1,200  3.0  2.5  2.1 direct 

AIN  6.2  8.5  0.29  –  –  2.0  2.9 direct 

Si  1.1  11.8  0.19  1,500  0.3  1.0  1.5  indirect 

GaAs  1.4  12.8  0.067  8,500  0.4  2.0  0.5  direct 

4H–SiC  3.3  10.0  0.3  1,000  3.0  2.0  4.9  indirect 

Diamond  5.5  5.5  0.2  1,800  4.0  2.5  20.9  indirect 

 

One of the main features of nitrides when compared with SiC is the possibility of 

fabricating heterostructures having large band discontinuities using AlGaN and AlInGaN. A 

two-dimensional electron gas (2DEG) is formed at this heterointerface due to spontaneous and 

piezoelectric polarization. The presence of the 2-DEG leads to a large drift velocity and a 

relatively high electron mobility. These structures are used to fabricate heterostructural FETs 

(HFET) which can be driven at large current densities. The large breakdown electric field 

implies that a large electric field can be applied without damaging the devices. Thus the capacity 

to pass a large drive current and to apply large voltage enables fabrication of HFETs capable of 

large output power. Further, assuming a constant applied voltage, devices fabricated with shorter 

gate lengths would further enhance the electric field enabling ultrahigh frequency operation. 

In addition to the high power output and high frequency advantage over GaAs, nitride 

semiconductors and those dopants contain elements that are less harmful to the environment. 

Due to the large band offset and the effects of spontaneous and piezoelectric polarization 

at the AlGaN/GaN heterostructure interface, it is relatively easy to produce structures with sheet 

electron densities of (1 - 3)×1013 cm−1 for Al compositions of 30%. This electron density is 4–5 

times larger than in AlGaAs/GaAs heterostructures. Also, the saturation drift velocity of GaN is 

1.2 times that of GaAs. The maximum current density of HFETs is proportional to the product of 

the carrier density and the saturation drift velocity. A first-order calculation shows that the 

maximum current density that is possible per unit gate width for AlGaN/GaN HFETs is 5–6 

times larger than for AlGaAs/GaAs structures. Also, it is possible to apply a voltage between the 
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source and drain that is approximately one order of magnitude larger than in GaAs-based 

structures. The high frequency output power density per unit gate width of Class A amplifiers is 

given by  

POUT = 1/8 × IDS × VDS     (5.1) 

where, VDS is the voltage applied between the source and drain and IDS is the maximum current 

density. From this relationship, it can be seen that the POUT of an AlGaN/GaN HFET is expected 

to be 50–60 times larger than for AlGaAs/GaAs devices. The figure of merit defined by FM = 

PAf10
2RL is also used in high frequency, high output power amplifiers. Here, PA is the output for 

class A amplifiers; f10 is the frequency at 10 dB gain; RL is the load resistance. For GaN, FM is 

expected to be 1.2×1023 WHz2Ω, a value 56 times that of GaAs. The performance of high output 

power, high frequency, low loss devices can also be defined by the Johnson and Baliga figures of 

merit. As shown in Table 5.2, the values of the breakdown electric field, saturation drift velocity 

and electron mobility of nitride semiconductors are greater than SiC, again highlighting the 

potential of nitrides for power electronics [10, 11]. Figure 5.9 shows the frequency and output 

power of electron devices fabricated using a wide selection of semiconductors. 

 

 
Fig. 5.9. Operating frequencies and output power of electron devices made using a range of 

materials.  

 

Figure 5.10 shows the variation of output power with frequency. 
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Fig. 5.10. Relationship between the RF power output and operating frequency. 

 

5.4. Crystal Structure of Nitrides 

 

Group III nitrides can be of crystalline structures: the wurtzite (Wz), zinc blende (ZB), 

and rock salt. Under ambient conditions, the thermodynamically stable structure is wurtzite for 

bulk AlN, GaN, and InN. The zinc blende structure for GaN and InN has been stabilized by 

epitaxial growth of thin films on {011} crystal planes of cubic substrates such as Si [12], SiC 

[13], MgO [14], and GaAs [15]. In these cases, the intrinsic tendency to form the Wz structure is 

overcome by the topological compatibility. However, Wz structure could very likely be present 

at the extended defect sites. The rock salt form is possible only under high pressures and, 

therefore, is laboratory form of exercise. 

Let us now discuss the space groups for the various forms of nitrides. The rock salt, or 

NaCl, structure (with space group Fm3-m in the Hermann–Mauguin notation and Oh
5 in the 

Schoenflies notation) can be induced in AlN, GaN, and InN under very high pressures. The 

reason for this is that the reduction of the lattice dimensions causes the interionic Coulomb 

interaction to favor the ionicity over the covalent nature. The structural phase transition to rock 

salt structure was experimentally observed at the following estimated pressure values: 22.9 GPa 

(17 GPa in other estimates) for AlN [16], 52.2 GPa for GaN [17], and 12.1 GPa for InN [18]. 

Rock salt III nitrides cannot be produced by any epitaxial growth. 
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The space grouping for the zinc blende structure is F4-3m in the Hermann– Mauguin 

notation and Td
2 in the Schoenflies notation. The zinc blende structure has a cubic unit cell, 

containing four group III elements and four nitrogen elements. (Although the term zinc blende 

originated in compounds such as ZnS, which could be in cubic or hexagonal phase, it has been 

used ubiquitously for compound semiconductors with cubic symmetry. The correct term that 

should be used for the cubic phase of GaN is actually sphalerite. The position of the atoms 

within the unit cell is identical to the diamond crystal structure. Both structures consist of two 

interpenetrating face centered cubic sublattices, offset by one quarter of the distance along a 

body diagonal. Each atom in the structure may be viewed as positioned at the center of a 

tetrahedron, with its four nearest neighbors defining the four corners of the tetrahedron. The 

stacking sequence for the (111) close-packed planes in this structure is AaBbCc. Lowercase and 

uppercase letters stand for the two different kinds of constituents. The wurtzite structure has a 

hexagonal unit cell and thus two lattice constants, c and a. It contains six atoms of each type. The 

space grouping for the wurtzite structure is P63mc in the Hermann–Mauguin notation and C6
4 in 

the Schoenflies notation. The point group symmetry is 6mm in the Hermann–Mauguin notation 

and C6v in the Schoenflies notation. The Wz structure consists of two interpenetrating hexagonal 

close-packed (hcp) sublattices, each with one type of atom, offset along the c-axis by 5/8 of the 

cell height (5c/8). The wurtzite and zinc blende structures are somewhat similar and yet different. 

In both cases, each group III atom is coordinated by four nitrogen atoms. Conversely, each 

nitrogen atom is coordinated by four group III atoms. The main difference between these two 

structures lies in the stacking sequence of closest packed diatomic planes. The Wz structure 

consists of alternating biatomic close-packed (0001) planes of Ga and N pairs, thus the stacking 

sequence of the (0001) plane is AaBbAa in the (0001) direction. 

Although the main interest is in Wz GaN as opposed to zinc blende GaN, a description of 

stacking sequence of both GaN polytypes with the accepted Ramsdel notation is warranted, so is 

the stacking order of SiC polytypes that are relevant to GaN because they are used for substrates 

in GaN epitaxy. The bonds describe a tetrahedron denoted by T, which has one atom species at 

each of the three corners and the other atom species in its center [19, 20]. The basal plane of this 

structure is defined by one face of the tetrahedron and the bond perpendicular to this plane 

defines the c-axis. A rotation of 180 ° around the c-axis produces a twin variant denoted by T/ as 

shown in Figure 5.11a (left). 
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Fig. 5.11. Representation of the tetrahedrally coordinated materials in the Ramsdel notation. (a) 

The two possible tetrahedra. (b) The T1, T/
3, T1, T/

3, tetrahedral stacking composing the 2H 

sequence [20]. 

 

The two variants (twins T and T/) are related to one another by mirror symmetry about 

one of the {1 1- 0 0} m-planes. A tetrahedron can occupy one of the three possible positions in 

the basal plane. The representation of the tetrahedrally coordinated materials in the Ramsdel 

notation is shown in Figure 1.1a for two possible tetrahedra, one is the mirror image twin of the 

other with respect to the (1 1- 0 0) m-plane. The single bonds are on the (1 1 2- 0) plane, called 



 24 

the a-plane. The layers of the tetrahedra can then be denoted by T1, T2, T3, and by T/
1, T/

2, T/
3 An 

example of T1, T/, T1, T/
3 stacking order representing 2H ordering as in wurtzitic GaN is shown 

in Figure 1.1b. The structure of nitride semiconductors and most relevant polytypes of SiC can 

be completely described by a combinatorial stacking of the aforementioned six tetrahedra layers. 

Naturally, not all the stacking sequences must obey the following two rules to keep a corner 

sharing structure, as such not all stacking orders are allowed: 

(i) A tetrahedron T can be followed by another one of the same kind with the following 

subscript: T1T2T3, and inversely for the twin variant: T/
3T/

2T/
1. 

(ii) A tetrahedron T1 must be followed by the twin variant of the preceding subscript: 

T1T/
3, and inversely for its twin variant: T/

1T2. 

Recall that GaN crystallizes in the cubic structure (zinc blende or sphalerite, the latter 

being the correct term and the former being the one used universally) or in the more stable 

hexagonal structure (wurtzite). The anions (N3-) form an hcp structure in which the cations 

(Ga3+) occupy half of the tetrahedral sites. The structure of a unit cell of GaN projected along [0 

0 0 1] is depicted schematically in Figure 5.12. The open symbols represent γ sites that are 

occupied by nitrogen atoms; the Ga atoms are in the tetrahedral sites, β. These latter sites can 

either be at heights (3/8)c above (β1) or below (β2) N site, depending on the crystal polarity.  

A stick-and-ball representation of Ga-polarity and N-polarity Wz structure is depicted in 

Figure 5.13. The Wz and zinc blende structures differ only in the bond angle of the second 

nearest neighbor (Figure 5.14). As clearly shown, the stacking order of the Wz along the [0 0 0 

1] c-direction is AaBb, meaning a mirror image but no in-plane rotation with the bond angles. In 

the zinc blende structure along the [1 1 1] direction, there is a 60° rotation that causes a stacking 

order of AaBbCc. The point with regard to rotation is illustrated in Figure 5.14b.  

The Wz group III nitrides lack an inversion plane perpendicular to the c-axis; thus, nitride 

surfaces have either a group III element (Al, Ga, or In) polarity (referred to as Ga-polarity) with 

a designation of (0 0 0 1) or (0 0 0 1)A plane or a N-polarity with a designation of (0 0 0 1-) or (0 

0 0 1)B plane. The distinction between these two directions is essential in nitrides because of 

their implications for the polarity of the polarization charge.  
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Fig. 5.12. Schematic diagram showing the β1 and β2 tetrahedral sites of GaN unit cell. Starting 

with the assumption that N occupies the γ sites, only one family of β sites can be simultaneously 

occupied by Ga atoms [20]. 

 

 
Fig. 5.13. A stick-and-ball diagram of a hexagonal structure. 
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Fig. 5.14. A stick-and-ball stacking model of crystals with (a, both top and bottom) 2H wurtzitic 

and (b, both top and bottom) 3C zinc blende polytypes. The bonds in an A-plane (1 1 2- 0) are 

indicated with heavier lines to accentuate the stacking sequence. The figures on top depict the 

three-dimensional view. The figures at the bottom indicate the projections on the (0 0 0 1) and (1 

1 1) planes for wurtzitic and cubic phases, respectively. Note the rotation in the zinc blende case 

along the <111> direction.  

 

The cohesive energy per bond in the wurtzite form is 2.88 eV (63.5 kcal mol-1), 2.2 eV 

(48.5 kcal mol-1), and 1.93 eV (42.5 kcal mol-1) for AlN, GaN, and InN, respectively [21]. The 

calculated energy difference DEW-ZB between wurtzite and zinc blende lattice is small [22]: 

∆EW-ZB =-18.41 meV/atom for AlN, ∆EW-ZB =-11.44 meV/atom for InN, and ∆EW-ZB =-9.88 

meV/atom for GaN. Wurtzite form is energetically preferable for all three nitrides compared to 

zinc blende, although the energy difference is small.  

Table 5.3 lists a comparison of measured and calculated lattice parameters reported for 

AlN, GaN, and InN crystallized in the wurtzite structure in more detail in terms of the specifics 

of the sample used for measurements and complements. The dispersion is even a greater concern 

in ternary and quaternaries, as compositional inhomogeneities, in addition to the aforementioned 

issues, cause an additional dispersion.  

The wurtzite polytypes of GaN, AlN, and InN form a continuous alloy system whose 

direct bandgaps range, according to data that adorned the literature for years, from 1.9 eV for 
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InN, to 3.42 eV for GaN, and to 6.2 eV for AlN. A revisit of the InN bandgap indicates it to be 

about 0.78 eV [23] and the same for AlN is about 6 eV in which case the energy range covered 

would be about 0.7–6 eV. Thus, the III–V nitrides could potentially be fabricated into optical 

devices, which are active at wavelengths ranging from the red well to the ultraviolet. The 

bandgaps of nitrides, substrates commonly used for nitrides, and other conventional 

semiconductors are shown in Fig. 5.15 with respect to their lattice constants. 

 

Table 5.3. Measured and calculated lattice constants of wurtzite AlN, GaN, and InN. 

Compound Sample a(A°) c(A°) 

AlN Bulk crystal [24] 3.1106 4.9795 

 Powder [25]  3.1130 4.9816 

 Epitaxial layer on SiC [26]  3.110 4.980 

 Pseudopotential LDA [27]  3.06 4.91 

 FP-LMTO LDA [28]  3.084 4.948 

GaN Bulk crystal [29]  3.189 5.1864 

 Relaxed layer on sapphire [30]  3.1892 5.1850 

 Powder [31]  3.1893 5.1851 

 Relaxed layer on sapphire [32]  3.1878 5.1854 

 GaN substrate – LEO [33]  3.1896 5.1855 

 Pseudopotential LDA [27]  3.162 5.142 

 FP-LMTO LDA [28]  3.17 5.13 

InN  Powder [31]  3.538 5.703 

 Pseudopotential LDA [27]  3.501 5.669 

 FP-LMTO LDA [28]  3.53 5.54 

LDA: local density approximation; FP-LMTO: full-potential linear muffin–tin orbital. 

 

All III nitrides have partially covalent and partially ionic bonds. The concept of fractional 

ionic character (FIC) is useful in interpreting many physical phenomena in the crystals [34, 35]. 

The FIC may be defined for a binary compound AB as FIC =|QA
*-QB

*|/|QA
*+QB

*|, where QA
* and 

QB
* are effective charges on atoms A and B. The FIC values range from zero for a covalent 

compound (each atom has four electrons) to 1 for an ionic compound (all eight electrons belong 

to the anion). Figure 5.16 displays the charge distribution along the AB bond for all three 

compounds. The arrow along the bond charge indicates the atomic boundaries in the crystals that 

are not always at the minimum of the line charge along the bond AB. This should be expected 
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taking into account the partial covalent bond of the compounds, because only in the ionic 

crystals, the atomic boundary is clearly defined. Table 5.4 lists the calculated effective radii, rIII 

and rN, the effective charges, and FIC for AlN, GaN, and InN. The ionicity of AlN is high. This 

may explain the difficulties with AlN doping. It is well known that only covalent semiconductors 

or semiconductors with a large covalent component can form hydrogen-like shallow levels in the 

bandgap by substitution of a host atom with a neighbor with one more or one less electron. GaN 

and InN have a smaller than AlN but nearly equal ionicity. GaN was doped both p- and n-type. 

Thus, one can expect that InN can also be doped n- and p-type. To date, only n-type InN has 

been obtained because of high volatility of nitrogen and easiness of nitrogen vacancy formation 

that acts as a donor in this compound. 

 

 
Fig. 5.15. The bandgaps of nitrides, substrates commonly used for nitrides, and other 

conventional semiconductors versus their lattice constants.  

 

The III-nitrides are commonly grown on mismatched substrates because of the lack of 

suitable native substrates. Thus, the epitaxial layers are strained during cool down, if they are 

sufficiently thick for them to relax at the growth temperature. The mechanical forces related to 

strain dramatically change the band structure of the epitaxial layers. The pressure dependence of 

the bandgap energy Eg can be expressed as Eg=Eg(0)gP+dP2, where Eg(0) is the bandgap of 

stress-free semiconductor, g and d are the pressure coefficients, and P is the pressure. 
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Fig. 5.16. Charge density along the III–N bond in III nitride semiconductors. 

 

Table 5.4. Calculated ionic radii (A°), effective charges (electrons), and the fractional ionic 

character (FIC) for III nitrides [35]. 

Compound  rIII (A°) rN (A°) Q*III (e) Q*N (e) FIC 

AlN  0.8505 1.0523 1.12 6.88 0.72 

GaN  0.9340 1.0119 1.98 6.02 0.51 

InN  1.0673 1.0673 1.83 6.17 0.54 

 

For GaN, g and d parameters are 4.2×10-3 and -1.8×10-5, respectively [36, 37].The bandgap is in 

terms of eV and the pressure is in terms of kbar. The pressure dependence has, in general, a 

sublinear character. The variation of the GaN energy gap with pressure, both theoretical [38] and 

experimental [17], is shown in Figure 5.17. 
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Fig. 5.17. Pressure dependence of the GaN energy gap, showing the typical sublinear character. 

Solid line represents the calculations [38], which have been rigidly upshifted by ∼0.82 eV for a 

better fit with experiments, and the squares represent experimental results [17]. 

 

 

5.5. Remaining Issues and Trends 

 

The performance of high power nitride devices operating in the 2GHz band is considered 

as being satisfactory and the main areas of concern are reliability, production yield, and cost. 

Improvements in yield and reductions in cost will only be possible with a stable supply of high 

quality 4-in. substrates. Manufacturing of semi-insulating SiC substrates is not easy and there are 

concerns about the costs as well. Use of n-type SiC substrates is also being investigated because 

they are easier for growth and less expensive. Large area Si wafers and AlN, which has a large 

thermal conductivity, are also being considered as substrates. 

Reliability issues will require improvements in the crystalline quality, surface passivation, 

ohmic and gate electrodes, and efficient heat dissipation. However, compared with conventional 

devices fabricated using Si and GaAs, there is no doubt about the superior performance of nitride 

semiconductor devices, which will eventually be used for third and fourth generation mobile 

phone base stations. 

Nitride-based devices have already surpassed the performance of GaAs for devices 

operating in the millimeter band range, and are expected to be used in fixed wireless access 

systems and for high speed wireless communication between base stations. 
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Figure 5.18 shows other potential applications of nitride semiconductor devices such as 

satellite communication, the high speed intelligent traffic systems, home networks, and sensing. 

The wide bandgap of nitrides also has potential applications for devices operating at high 

temperature. Si is limited to operation below about 150◦C. There have been reports of nitride 

devices operating at 300◦C, with the possibility of operation even at 400–500◦C.  

Normally-off devices are important for applications in power electronics, such as power 

sources. 

 

 
Fig. 5.18. Applications of electron devices fabricated using nitride compound semiconductors. 
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Chapter 6. Silicon Oxide 

 

 

6.1. Introduction 

 

Silicon dioxide (silica) is one of the most commonly encountered substances in both daily 

life and in electronics manufacturing. Crystalline silicon dioxide (in several forms: quartz, 

cristobalite, tridymite) is an important constituent of a great many minerals and gemstones, both in 

pure form and mixed with related oxides. Beach sand is mostly silica. The whole of planar 

electronics processing and the modern IC industry has been made possible by the unique properties 

of silicon dioxide: the only native oxide of a common semiconductor which is stable in water and at 

elevated temperatures, an excellent electrical insulator, a mask to common diffusing species, and 

capable of forming a nearly perfect electrical interface with its substrate [1]. Deposited silicon 

dioxide, almost always by CVD approaches, is almost as old as thermal growth on the substrate, and 

has been employed in various ways in IC fabrication due to its familiarity, versatility, and reliability. 

SiO2 is formed by strong, directional covalent bonds, and has a well-defined local structure: 

four oxygen atoms are arrayed at the corners of a tetrahedron around a central silicon atom. 

Many different kinds of thin films are used to fabricate discrete devices and integrated 

circuits, including thermal oxides, dielectric layers, polycrystalline silicon, and metal films. An 

important oxide layer is the gate oxide, under which a conducting channel can be formed between 

the source and the drain. A related layer is the field oxide, which provides isolation from other 

devices. Both gate and field oxides generally are grown by a thermal oxidation process because only 

thermal oxidation can provide the highest-quality oxides having the lowest interface trap densities. 

Semiconductors can be oxidized by some methods, including thermal oxidation and 

electrochemical anodization. Among these, thermal oxidation is the most important for silicon 

devices. It is a key process in modern silicon IC technology.  

Deposited dielectric films are used mainly for insulation and passivation of discrete devices 

MEMS, NEMS and integrated circuits. 
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6.2. Silicon Dioxide for MEMS and NEMS 

 

Silicon dioxide (SiO2) is one of the most widely used materials in the fabrication of MEMS. 

In polysilicon surface micromachining, SiO2 is used as a sacrificial material, since it can be easily 

dissolved using etchants that do not attack polysilicon. SiO2 is widely used as etch mask for dry 

etching of thick polysilicon films, since it is chemically resistant to dry etching processes for 

polysilicon. SiO2 films are also used as passivation layers on the surfaces of environmentally 

sensitive devices.  

The most common processes used to produce SiO2 films for polysilicon surface 

micromachining are thermal oxidation and LPCVD. Thermal oxidation of Si is performed at 

temperatures of 900 °C to 1200 °C in the presence of oxygen or steam. Since thermal oxidation is a 

self-limiting process, the maximum practical film thickness that can be obtained is about 2 μm, 

which is sufficient for many sacrificial applications. As noted by its name, thermal oxidation of Si 

can only be performed on Si surfaces. 

SiO2 films can be deposited on a wide variety of substrate materials by LPCVD. In general, 

LPCVD provides a means for depositing thick (> 2 μm) SiO2 films at temperatures much lower than 

thermal oxidation. Known as low-temperature oxides, or LTO for short, these films have a higher 

etch rate in HF than thermal oxides, which translates to significantly faster release times when LTO 

films are used as sacrificial layers. Phosphosilicate glass (PSG) can be formed using nearly the same 

deposition process as LTO by adding a phosphorus-containing gas to the precursor flows. PSG films 

are useful as sacrificial layers, since they generally have higher etching rates in HF than LTO films. 

PSG and LTO films are deposited in hot-wall, low pressure, fused silica furnaces in systems 

similar to those for polysilicon. Precursor gases include SiH4 as a Si source, O2 as an oxygen source, 

and, in the case of PSG, PH3 as a source of phosphorus. LTO and PSG films are typically deposited 

at temperatures of 425 °C to 450 °C and pressures ranging from 200 mtorr to 400 mtorr. The low 

deposition temperatures result in LTO and PSG films that are slightly less dense than thermal oxides, 

due to the incorporation of hydrogen in the films. LTO films can, however, be densified by an 

annealing step at high temperature (1,000 °C). The low density of LTO and PSG films is partially 

responsible for the increased etch rate in HF. 

Thermal SiO2 and LTO are electrical insulators used in numerous MEMS applications. The 

dielectric constants of thermal oxide and LTO are 3.9 and 4.3, respectively. The dielectric strength 

of thermal SiO2 is 1.1Ч106 V/cm, and for LTO it is about 80% of that value [2]. The stress in 
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thermal SiO2 is compressive with a magnitude of about 300 MPa [2]. For LTO, however, the as-

deposited residual stress is tensile, with a magnitude of about 100 MPa to 400 MPa [2]. The addition 

of phosphorous to LTO decreases the tensile residual stress to about 10 MPa for phosphorus 

concentrations of 8% [3]. As with polysilicon, the properties of LTO and PSG are dependent on 

processing conditions.  

Plasma-enhanced chemical vapor deposition (PECVD) is another common method to 

produce oxides of silicon. Using plasma to dissociate the gaseous precursors, the deposition 

temperatures needed to deposit PECVD oxide films is lower than for LPCVD films. For this reason, 

PECVD oxides are quite commonly used as masking, passivation, and protective layers, especially 

on devices that have been coated with metals.  

Quartz is the crystalline form of SiO2 and has interesting properties for MEMS. Quartz is 

optically transparent, piezoelectric, and electrically insulating. Like single crystal Si, quartz 

substrates are available as high quality, large area wafers that can be bulk micromachined using 

anisotropic etchants [4]. Quartz has recently become a popular substrate material for microfluidic 

devices due to its optical, electronic, and chemical properties.  

Another SiO2-related material that has recently found uses in MEMS is spin-on-glass (SOG). 

SOG is a polymeric material with a viscosity suitable for spin coating. SOG has the potential in 

MEMS fabrication. SOG was developed as a thick-film sacrificial molding material for thick 

polysilicon films [5]. The processes to deposit, polish, and etch SOG films that were 20 microns 

thick have been reported. The thick SOG films were patterned into molds and filled with 10 micron-

thick LPCVD polysilicon films, planarized by selective CMP (Chemical Mechanical Polishing), and 

subsequently dissolved in a wet etchant containing HCl, HF, and H2O to reveal the patterned 

polysilicon structures. The cured SOG films were completely compatible with the polysilicon 

deposition process. High-aspect ratio channel plate microstructures from SOG has bee also 

fabricated [6]. Electroplated nickel (Ni) was used as a molding material with Ni channel plate molds 

fabricated using a conventional LIGA process. The Ni molds were then filled with SOG, and the 

sacrificial Ni molds were removed in a reverse electroplating process. In this case, the fabricated 

SOG structures (over 100 microns tall) were micromachined glass structures fabricated using a 

molding material more commonly used for structural components. 
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 6.3. Thermal Oxidation Process 

 

The basic thermal oxidation apparatus (Fig. 6.1) consists of a resistance-heated furnace, a 

cylindrical fused-quartz tube containing the silicon wafers held vertically in a slotted quartz boat, 

and a source of either pure dry oxygen or pure water vapor. Oxidation temperature is generally in 

the range of 900–1200°C, and the typical gas flow rate is about 1 L/min. The oxidation system uses 

microprocessors to regulate the gas flow sequence, to control the automatic insertion and removal of 

silicon wafers, to ramp the temperature up (i.e., to increase the furnace temperature linearly) from a 

low temperature to the oxidation temperature, to maintain the oxidation temperature to within ±1°C, 

and to ramp the temperature down when oxidation is completed. 

 

 
Fig. 6.1. Schematic of an oxidation furnace [1]. 

 

6.3.1. Growth Kinetics 

The following chemical reactions describe the thermal oxidation of silicon in oxygen (“dry” 

oxidation) and water vapor (“wet” oxidation), respectively: 

 

Si(solid) + O2(gas) → SiO2(solid)      (6.1) 

Si(solid) + 2H2O(gas) → SiO2(solid) + 2H2(gas)    (6.2) 

 

The silicon–silicon dioxide interface moves into the silicon during the oxidation process. This 

creates a new interface region, with surface contamination on the original silicon ending up on the 

oxide surface. As a result of the densities and molecular weights of silicon and silicon dioxide, 

growing an oxide of thickness x consumes a layer of silicon 0.44x thick (Fig. 6.2). 
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Fig. 6.2. Movement of silicon–silicon dioxide interface during oxide growth [1]. 

 

The kinetics of silicon oxidation can be described on the basis of the simple model illustrated 

in Fig. 6.3. A silicon slice contacts the oxidizing species (oxygen or water vapor), resulting in a 

surface concentration of C0 molecules/cm3 for these species. The magnitude of C0 equals the 

equilibrium bulk concentration of the species at the oxidation temperature. The equilibrium 

concentration generally is proportional to the partial pressure of the oxidant adjacent to the oxide 

surface. At 1000°C and a pressure of 1 atm, the concentration C0 is 5.2 × 1016 cm−3 for dry oxygen 

and 3 × 1019 cm−3 for water vapor. 

The oxidizing species diffuses through the silicon dioxide layer, resulting in a concentration 

Cs at the surface of silicon. The flux F1 can be written as 

       (6.3) 

where D is the diffusion coefficient of the oxidizing species, and x is the thickness of the oxide layer 

already present. 
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Fig. 6.3. Basic model for the thermal oxidation of silicon [1]. 

 

At the silicon surface, the oxidizing species reacts chemically with silicon. Assuming the rate 

of reaction to be proportional to the concentration of the species at the silicon surface, the flux F2 is 

given by 

      (6.4) 

where k is the surface reaction rate constant for oxidation. At the steady state, F1 = F2 = F. 

Combining Eqs. (6.3) and (6.4) gives 

      (6.5) 

The reaction of the oxidizing species with silicon forms silicon dioxide. Let C1 be the number of 

molecules of the oxidizing species in a unit volume of the oxide. There are 2.2 × 1022 silicon dioxide 

molecules/cm3 in the oxide, and one oxygen molecule (O2) is added to each silicon dioxide molecule, 

whereas we add two water molecules (H2O) to each SiO2 molecule. Therefore, C1 for oxidation in 

dry oxygen is 2.2 × 1022 cm−3, and for oxidation in water vapor it is twice this number (4.4 × 1022 

cm−3). Thus, the growth rate of the oxide layer thickness is given by 

          (6.6) 

This differential equation can be solved subject to the initial condition, x(0) = d0, where d0 is the 

initial oxide thickness; d0 can also be regarded as the thickness of oxide layer grown in an earlier 

oxidation step. Solving Eq. (6.6) yields the general relationship for the oxidation of silicon: 
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For small values of t, Eq. (6.8) reduces to 

)(
1

0 τ+≅ t
C

kCx       (6.9) 

and for larger values of t, it reduces to 
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During the early stages of oxide growth, when surface reaction is the rate limiting factor, the oxide 

thickness varies linearly with time. As the oxide layer becomes thicker, the oxidant must diffuse 

through the oxide layer to react at the silicon–silicon dioxide interface and the reaction becomes 

diffusion-limited. The oxide growth then becomes proportional to the square root of the oxidizing 

time, which results in a parabolic growth rate. 

Equation (6.7) is often written in a more compact form 

)(2 τ+=+ tBAxx      (6.11) 

where A = 2D/k, B = 2DC0/C1 and B/A = kC0/C1. Using this form, Eqs. (6.9) and (6.10) can be 

written as 

)( τ+= t
A
Bx        (6.12) 

for the linear region and as 

)(2 τ+= tBx        (6.13) 

for the parabolic region. For this reason, the term B/A is referred to as the linear rate constant and B 

is the parabolic rate constant. Experimentally measured results agree with the predictions of this 

model over a wide range of oxidation conditions. For wet oxidation, the initial oxide thickness d0 is 

very small, or τ≅0. However, for dry oxidation, the extrapolated value of d0 at t = 0 is about 25 nm. 

Thus, the use of Eq. (6.11) for dry oxidation on bare silicon requires a value for τ that can be 
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generated using this initial thickness. Table 6.1 lists the values of the rate constants for wet 

oxidation of silicon, and Table 6.2 lists the values for dry oxidation. 

 

Table 6.1. Rate constants for wet oxidation of silicon. 

Temperature (°C) A (μm) B (μm2/h) τ (h) 

 

1200 0.05 0.72 0 

1100 0.11 0.51 0 

1000 0.226 0.287 0 

920 0.5 0.203 0 

 

Table 6.2. Rate constants for dry oxidation of silicon. 

Temperature (°C) A (μm) B (μm2/h) τ (h) 

 

1200 0.04 0.045 0.027 

1100 0.09 0.027 0.076 

1000 0.165 0.0117 0.37 

920 0.235 0.0049 1.4 

800 0.37 0.0011 9.0 

700 - - 81.0 

 

The temperature dependence of the linear rate constant B/A is shown in Fig. 6.4 for both dry 

and wet oxidation and for (111)- and (100)-oriented silicon wafers [1, 7-11]. The linear rate constant 

varies as exp(−Ea/kBT), where the activation energy Ea is about 2 eV for both dry and wet oxidation. 

This closely agrees with the energy required to break silicon–silicon bonds, 1.83 eV/molecule. 

Under a given oxidation condition, the linear rate constant depends on crystal orientation. This is 

because the rate constant is related to the rate of incorporation of oxygen atoms into the silicon. The 

rate depends on the surface bond structure of silicon atoms, making it orientation-dependent. 

Because the density of available bonds on the (111) plane is higher than that on the (100) plane, the 

linear rate constant for (111) silicon is larger. 
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Fig. 6.4. Linear rate constant versus temperature [1]. 

 

Figure 6.5 shows the temperature dependence of the parabolic rate constant B, which can 

also be described by exp(−Ea/kT ). The activation energy Ea is 1.24 eV for dry oxidation. The 

comparable activation energy for oxygen diffusion in fused silica is 1.18 eV. The corresponding 

value for wet oxidation, 0.71 eV, compares favorably with the value of 0.79 eV for the activation 

energy of diffusion of water in fused silica. The parabolic rate constant is independent of crystal 

orientation. This independence is expected because it is a measure of the diffusion process of the 

oxidizing species through a random network layer of amorphous silica. 
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Fig. 6.5. Parabolic rate constant versus temperature [1]. 

 

Although oxides grown in dry oxygen have the best electrical properties, considerably more 

time is required to grow the same oxide thickness at a given temperature in dry oxygen than in water 

vapor. For relatively thin oxides such as the gate oxide in a MOSFET (typically ≤20 nm), dry 

oxidation is used. However, for thicker oxides such as field oxides (≥20 nm) in MOS integrated 

circuits, and for bipolar devices, oxidation in water vapor (or steam) is used to provide both 

adequate isolation and passivation. 

Figure 6.6 shows the experimental results of silicon dioxide thickness as a function of 

reaction time and temperature for two substrate orientation [7]. Under a given oxidation condition, 

the oxide thickness grown on a (111)-substrate is larger than that grown on a (100)-substrate 

because of the larger linear rate constant of the (111)-orientation. Note that for a give temperature 

and time, the oxide film obtained using wet oxidation is about 5-10 times thicker than that using dry 

oxidation. 
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Fig. 6.6. Experimental results of silicon dioxide thickness as a function of reaction time and 

temperature for two substrate orientations. (a) Growth in dry oxygen. (b) Growth in steam. 

 

 

6.3.2. Thin Oxide Growth 

Relatively slow growth rates must be used to reproducibly grow thin oxide films of precise 

thickness. Approaches to achieve such slower growth rates include growth in dry O2 at atmospheric 

pressure and lower temperatures (800–900°C); growth at pressures lower than atmospheric pressure; 

growth in a reduced partial pressures of O2 by using a diluent inert gas, such as N2, Ar, or He, 

together with the gas containing the oxidizing species; and the use of composite oxide films with the 

gate oxide films consisting of a layer of thermally grown SiO2 and an overlayer of chemical vapor 

deposition (CVD) SiO2. However, the mainstream approach for gate oxides 10–15 nm thick is to 

grow the oxide film at atmospheric pressure and lower temperatures (800–900°C). With this 

approach, processing using modern vertical oxidation furnaces can grow reproducible, high-quality 

10-nm oxides to within 0.1 nm across the wafer. 
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It was noted earlier that for dry oxidation, there is a rapid early growth that gives rise to an 

initial oxide thickness d0 of about 20 nm. Therefore, the simple model given by Eq. (6.11) is not 

valid for dry oxidation with an oxide thickness ≤20 nm. For ultra-large-scale integration, the ability 

to grow thin (5–20 nm), uniform, high-quality reproducible gate oxides has become increasingly 

important. 

In the early stage of growth in dry oxidation, there is a large compressive stress in the oxide 

layer that reduces the oxygen diffusion coefficient in the oxide. As the oxide becomes thicker, the 

stress will be reduced due to the viscous flow of silica and the diffusion coefficient will approach its 

stress-free value. Therefore, for thin oxides, the value of D/k may be sufficiently small that we can 

neglect the term Ax in Eq. (6.11) and obtain 

Btdx =+ 2
0

2        (6.14) 

where d0 is equal to √2DC0τ/C1, which is the initial oxide thickness when time is extrapolated to 

zero, and B is the parabolic rate constant defined previously.  

 

6.4. Impurity Redistribution during Oxidation 

 

Dopant impurities near the silicon surface will be redistributed during thermal oxidation 

The redistribution depends on several factors. When two solid phases are brought together, an 

impurity in one solid will redistribute between the two solids until it reaches equilibrium. The 

ratio of the equilibrium concentration of the impurity in the silicon to that in the silicon 

dioxide is called the segregation coefficient and is defined as 

,
2SiO

Si

C
Ck =      (6.15) 

where CSi is the equilibrium concentration of impurity in silicon, CSiO2 is the equilibrium 

concentration of impurity in SiO2. 

A second factor that influences impurity distribution is that the inipurity may diffuse 

rapidly through the silicon dioxide and escape to the gaseous ambient. If the diffusivity of the 

impurity in silicon dioxide is large, this factor will be important. A third factor in the 

redistribution process is that the oxide is growing, and thus the boundary between the silicon 

and the oxide is advancing into the silicon as a function of time. The relative rate of this 

advance compared with the diffusion rate of the impuritv through the oxide is important in 

determining the extent of the redistribution. Note that even if the segregation coefficient of an 
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impurity equals unity, some redistribution of the umpurity in the silicon will still take place. 

As indicated in Fig. 6.2, the oxide layer will be about twice as thick as the silicon layer it 

replaced. Therefore, the same amount of impurity will now be distributed in a large volume, 

resulting in depletion of the impurity from the silicon. 

Four possible redistribution processes are illustrated in Fig. 6.7 [8]. These processes can be 

classified into two groups. In one group, the oxide takes up the impurite (Fig. 6.7, a and b for 

k<1), and in the other the oxide rejects the impurity (Fig. 6.7, c and d for k>1). In each case, 

what happens depends on how rapidly the impurity can diffuse through the oxide. In group 1, 

the silicon surface is depleted of impurities; an example is boron, with k approximately equal 

to 0.3. Rapid diffusion of the impurity through the silicon dioxide increases the amount of 

depletion; an example is boron-doped silicon heated in hydrogen ambient, because hydrogen in 

silicon dioxide enhances the diffusivity of boron. In group 2, k is greater than unify, so the 

oxide rejects the impurity. If diffusion of the impurity through the silicon dioxide is relatively 

slow, the impurity piles up near the silicon surface; an example is phosphorus, with k 

approximately equal to 10. When diffusion through the silicon dioxide is rapid, so much 

impurity may escape from the solid to the gaseous ambient that the overall effect will be a 

depletion of the impurity; an example is gallium, with k approximately equal to 20. 
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Fig. 6.7. Four different cases of impurity redistribution in silicon due to thermal oxidation.  

 

The redistributed dopant impurities in silicon dioxide are seldom electrically active. 

However, redistribution in silicon has an important effect on processing and device 

performance. For example, nonuniform dopant distribution will modify the interpretation of 

the measurements of interface trap properties, and the change of the surface concentration 

will modify the threshold voltage and device contact resistance. 

 

 

6.5. Masking properties of silicon dioxide 

 

A silicon dioxide layer can also provide a selective mask against the diffusion of 

dopants at elevated temperatures, a very useful property in IC fabrication. Predeposition of 

dopants, whether it be by ion implantation, chemical diffusion, or spin-on techniques, 

typically results in a dopant source at or near the surface of the oxide. During a subsequent 

high-temperature drive-in step, diffusion its oxide-masked regions must be slow enough with 
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respect to diffusion in the silicon to prevent dopants from diffusing through the oxide mask to 

the silicon surface. The required thickness may be determined experimentally by measuring 

the oxide thickness necessary to prevent the inversion of a lightly doped silicon substrate of 

opposite conductivity at a particular temperature and time. Typically, oxides used for 

masking common impurities are 0.5 to 1.0 µm thick. 

The values of diffusion constants for various dopants in various dopants in SiO2 depend on the 

concentration, properties, and structure of the oxide. Table 6.3 lists diffusion constants for various 

common dopants, and Fig. 6.8 gives the oxide thickness required to mask boron and phosphorus as 

a function: of diffusion time and temperature. Note that SiO2 is much more effective for masking 

boron than phosphorus. Nevertheless, the diffusivities of P, Sb, As, and B in SiO2 are all orders of 

magnitude less than their corresponding values in silicon, so they are all compatible with oxide 

masking. This is not true, however, for Ga or Al. Silicon nitride is used as an alternative masking 

material for these elements. 

 
Fig. 6.8. Thickness of silicon dioxide needed to mask boron and phosphorus diffusions as a function 

of diffusion time and temperature. 
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Table 6.3. Diffusion constants in SiO2 

Dopants Diffusion Constants at 

1100 °C (cm2/s) 

B 3.4×10-17 to 2.0×10-14 

Ga 5.3×10-11 

P 2.9×10-16 to 2.0×10-13 

As 1.2×10-16 to 3.5×10-15 

Sb 9.9×10-17 

 

 

6.6. Silicon Oxide Quality 

 

Oxides used for masking are usually grown by wet oxidation. A typical growth cycle consists 

of a dry–wet–dry sequence. Most of the growth in such a sequence occurs in the wet phase, since the 

SiO2 growth rate is much higher when water is used as the oxidant. Dry oxidation, however, results 

in a higher quality oxide that is denser and has a higher breakdown voltage (5–10 MV/cm). It is for 

these reasons that the thin gate oxides in MOS devices are usually formed using dry oxidation. 

It is well known that defects in noncrystalline SiO2 films on silicon play an important role in 

determining the properties of Si/SiO2 interface structures and, hence, of various silicon-based 

semiconductor devices. 

MOS devices are also affected by charges in the oxide and traps at the SiO2 –Si interface. 

The basic classification of these traps and charges, shown in Fig. 6.9, are interface-trapped charge, 

fixed-oxide charge, oxide-trapped charge, and mobile ionic charge.  
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Fig. 6.9. Description of charges associated with thermal oxides [1]. 

 

Interface-trapped charges (Qit) are due to the SiO2 –Si interface properties and dependent on the 

chemical composition of this interface. The traps are located at the SiO2 –Si interface with energy 

states in the silicon-forbidden bandgap. The interface trap density (i.e., number of interface traps per 

unit area and per eV) is orientation dependent. In silicon with a <100> crystal orientation, the 

interface trap density is about an order of magnitude smaller than that in the <111> orientation. 

Present-day MOS devices with thermally grown silicon dioxide on silicon have most of the interface 

trapped charges passivated by low-temperature (450°C) hydrogen annealing.  The value of Qit for 

<100> oriented silicon can be as low as 1010 cm-2, which amounts to about one interface trapped 

charge per 105 surface atoms. For <111> oriented silicon, Qit is about 1011 cm-2. 

The fixed charge (Qf) is located within approximately 3 nm of the SiO2 –Si interface. Generally, 

Qf is positive and depends on oxidation and annealing conditions, as well as on the orientation of the 

silicon substrate. This charge is fixed and very difficult to charge or discharge. It has been suggested 

that when the oxidation is stopped, some ionic silicon is left near the interface. These ions, along 

with uncompleted silicon bonds (e.g., Si-Si or Si-O bonds) at the surface, may result in the positive 

interface charge. Qf can be regarded as a charge sheet located at the SiO2-Si interface. Typical fixed 

oxide charge densities for a carefully treated SiO2-Si interface system are about 1010 cm-2 for <100> 

surface and about 5×1010 cm-2 for a <111> surface. Because of the lower values of Qit and Qf the 

<100> orientation is preferred for silicon MOSFETs. 
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Oxide-trapped charges (Qot) are associated with defects in the silicon dioxide. These charges 

can be created, for example, by X-ray radiation or high-energy electron bombardment. The traps are 

distributed inside the oxide layer. Most process-related Qot can be removed by low-temperature 

annealing. 

Mobile ionic charges (Qm), which result from contamination from sodium or other alkali ions, 

are mobile within the oxide under raised-temperatures (e.g., >100°C) and high-electric-field 

operations. Trace contamination by alkali metal ions may cause stability problems in semiconductor 

devices operated under high-bias and high-temperature conditions. Under these conditions mobile 

ionic charges can move back and forth through the oxide layer and cause threshold voltage shifts. 

Therefore, special attention must be paid to the elimination of mobile ions in device fabrication. For 

example, the effects of sodium contamination can be reduced by adding chlorine during oxidation. 

Chlorine immobilizes the sodium ions. A small amount (6% or less) of anhydrous HCl in the 

oxidizing gas can accomplish this, but the presence of chlorine during dry oxidation increases both 

the linear and parabolic rate constants, leading to a higher growth rate. 

 

 

6.7. Silicon Oxide Structure 

 

The basic structural unit of thermally grown silicon dioxide is a silicon atom surrounded 

tetrahedrally by four oxygen atoms, as illustrated1 in Fig. 6.10. The silicon-to-oxygen internuclear 

distance is 0.16 nm, and the oxygen-to-oxygen internuclear distance is 0.227 nm. These tetrahedra 

are joined together at their corners by oxygen bridges in a variety of ways to form the various phases 

or structures of silicon dioxide (also called silica). Silica has several crystalline structures (e.g., 

quartz) and an amorphous structure. When silicon is thermally oxidized, the silicon dioxide structure 

is amorphous. Typically amorphous silica has a density of 2.21 g/cm3, compared with 2.65 g/cm3 for 

quartz. 

The basic difference between the crystalline and amorphous structures is that the former is a 

periodic structure, extending over many molecules, whereas the latter has no periodic structure at all. 

Figure 6.10, b is a two-dimensional schematic diagram of a quartz crystalline structure made up of 

rings with six silicon atoms. Figure 6.10, c is a two-dimensional schematic diagram of an 

amorphous structure for comparison. In the amorphous structure there is still a tendency to form 

characteristic rings with six silicon atoms. Note that the amorphous structure in Fig. 6.10, c is quite 

open because only 43% of the space is occupied by silicon dioxide molecules. The relatively open 
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structure accounts for the lower density and allows a variety of impurities (such as sodium) to enter 

and diffuse readily through the silicon dioxide laver. 

 

 
Fig. 6.10. (a) Basic structural unit of silicon dioxide. (b) Two dimensional representation of a quartz 

crystal lattice. (c) Two-dimensional representation of the amorphous structure of silicon dioxide.  

 

The structural defects, particularly their electronic properties, are often described 

phenomenologically, i.e., without emphasizing their origin and relationship to the structure of 

noncrystalline SiO2. Even when the immediate environment of some point defects was taken into 

account, for instance, in ESR studies, important features of the defect structure of the noncrystalline 

SiO2 film (e.g., ordered regions termed channels and chemical interactions between defects) were 

usually not considered. A different approach was based on the localized properties of chemical 

bonds: It was suggested that a unique defect in noncrystalline SiO2 film is the structural channel 

[12, 13] and that network defects in vitreous SiO2 are significantly different from point defects in 

crystals, particularly with respect to irradiation behavior. Numerous observations have been made 

which can be interpreted in a self-consistent manner within the framework of these ideas.  

The structure of essentially all crystalline and non-crystalline polymorphs of SiO2 is 

based on the tetrahedrical configuration of the oxygen atoms around the silicon: that is, the Si-

O coordination is 4:2 as expressed by the SiO4/2 formula. The exception is stishovite in which 

the silicon is surrounded by six oxygen atoms in an octahedral configuration. Stishovite can 

be written as SiO6/3 indicating the 6:3 coordination. The properties of stishovite are drastically 

different from those of the 4:2 coordinated crystalline polymorphs and vitreous SiO2; 



 20 

however, they illustrate in an extreme manner some trends exhibited by the polymorphs of 4:2 

coordination. 

Polymorphs based on SiO4/2 tetrahedra. 

One of the many remarkable features of SiO2 is that there are nine polymorphs, including 

vitreous SiO2, based on essentially identical SiO4/2 tetrahedra; that is, the Si-O bond length 

varies only from 1.60 to 1.63 A° and the O-Si-O bond angle is ≈109° in all of them. The 

uniformity in the short-range order (SRO) is responsible for the very small difference (about 

1%) in the standard free enthalpies of formation of the most stable and the least stable forms of 

silica , i.e., α-quartz and vitreous SiO2 (the values are -197.2 kcal mole-1 and -195.3 kcal mole-

1, respectively). Another manifestation of the same SRO is the fact that the optical properties of 

vitreous and crystalline SiO2 are identical in the first approximation, whereas the behavior of 

most of the noncrystalline solids indicates some disorder (reduction in the average coordinate 

matrix as in amorphous Si or reduced second neighbour interaction as in amorphous Se). 

In contrast, the crystal structure and density of SiO2 polymorphs exhibit significant variation, 

for example, the densities of quartz and vitreous silica are 2.65 and 2.20 g cm-3 respectively (this 

corresponds to a change of 17%). Other properties also exhibit some variation, e.g., the bond 

overlap population changes by ≈3% from quartz to vitreous silica. The main cause of the change in 

density is the variation in the packing arrangement (i.e. topology) of the SiO2 tetrahedra. The Si-O-

Si bond angle, which links the tetrahedra plays an important role m determining certain properties. 

This angle may exhibit a significant distribution even for some crystalline polymorphs, for instance, 

tridymite from 139.7° to 173.2° in the large unit cell comprising 320 SiO4/2 units. The histogram of 

the Si-O-Si bond angle distribution is shown in Fig. 6.11. These observations indicate that the 

variation among the SiO4/2 polymorphs is essentially of conformational nature, that is, significant 

changes in the long-range order (LRO) are associated with little change in the energy content. This 

fact has important implications for the structure and properties of noncrystalline (vitreous) SiO2. 
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Fig. 6.11. Histogram of Si-O-Si bond angle distribution. (1) Tridymite (triclinic), (2) vitreous SiO2. 

 

Structure of noncrystalline SiO2. 

From the viewpoint of X-ray or electron diffraction analysis, noncrystalline SiO2 films obtained 

by thermal or anodic oxidation of silicon are identical to fused vitreous silica. Therefore, the 

structure of fused silica will be considered first. The diffraction analysis of fused SiO2 indicates 

that the shortest interatomic distances (i.e. the first Si-O, O-O, and Si-Si distances) correspond 

to those present in the crystalline phase, and that the Si-O-Si bond angles have a very wide 

distribution extending from 120° to 180°; the distribution curve peaks at 144°. According to a 

refined analysis, the mean value of the Si-O-Si bond angle is 152°. The histogram of the bond 

angle distribution in vitreous silica is shown in Fig. 6.11. 

The results of the diffraction analysis are often interpreted in terms of random network 

model. A recent model based on -Si-O-Si-loops consisting of 4, 5, 6, 7, and 8 Si atoms resulted in 

153° as the mean value of the Si-O-Si bond angle; therefore, it appears to be a realistic description 

of the structure of vitreous SiO2. It is clear from Fig. 6.11 that the range of the Si-O-Si bond angles 

is larger for noncrystalline SiO2 than for tridymite, particularly in the region below 140°. The reason 

is that, in addition to the distorted 6-member loops in tridymite, vitreous silica contains 4- and 5-

member loops. The Si-O-Si bond angle decreases as the loop size decreases, and puckering of the 

loops (i.e., deviation from nonplanaritv) also tends to decrease the bond angle. Despite the 

difference in the range of the Si-O-Si bond angle distribution, the essential structural feature of 

crystalline tridymite and vitreous silica is common: the Si-O-Si bond angles exhibit an unusually 

large variation. 
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A interpretation of the diffraction analysis of vitreous SiO2 suggested that it consists of 

tridymite-like regions up to at least 20 A° in size, which are bonded together similarly to 

twinned crystals but in such a manner that isotropic properties would be present. It is important 

to realize that the size of these tridymite-like regions is smaller than that of the unit cell of the 

tridymite crystal (the c-axis is 82 A°); therefore, these regions cannot be considered as 

microcrystals. Rather, they represent a form of structural ordering in the sense that the bonding 

topologies of SiO2 glass and tridymite show a distinct resemblance. In contrast, 

crystallographic ordering, which refers to the translational symmetry associated with the 

periodicity of the crystal is lacking in vitreous silica. From the mechanical and thermal 

properties of SiO2 glass it has also been inferred that pre-ordered regions exist in silica, which 

exhibit some similarities to particular crystalline polymorphs. Similar conclusions were reached 

from the polarizability behavior of silica glass during pressure densification. 

 The flexibility of the SiO2 structure, as manifested in the wide distribution of the Si-O-Si 

bond angles in noncrystalline SiO2 and in crystalline tridymite, is the reason that despite the lack 

of LRO in noncrystalline SiO2, the SRO is still very high and there is no need to introduce 

defects in significant density to obtain the noncrystalline structure. The model of vitreous SiO2 

based on 4- to 8-member loops does not contain broken Si-O bonds (i.e., nonbridging oxygens) 

except on the surface. The essentially identical SRO in vitreous and crystalline SiO2 as well as 

the lack of defects in vitreous SiO2 are the reasons that the configurational entropy of vitreous 

silica is very low, ≈ 0.9 cal K-1. For these reasons, fused SiO2 and thermally or anodically grown 

SiO2 films are considered vitreous rather than amorphous. 

Despite the structural similarity between fused silica and thermally or anodically grown SiO2 

films on silicon, there is a significant difference in their crystallization behavior. The crystallization 

product of fused silica is practically always cristobalite, whereas thermally grown SiO2 films on 

silicon may crystallize to cristobalite, quartz, or tridymite. Anodic oxidation of silicon may even 

result in a thin single crystal quartz film beneath the noncrystalline oxide. The fact that the unique 

crystallization behavior of SiO2 films on silicon is very likely related to the presence of ordered 

regions (channels). 

 

π-Bonding in SiO2. 

The structure and chemistry of siloxane (silicone) polymers, whose framework consists of Si-O-

Si groups, is usually discussed in terms of the properties of the Si-O bond. Similar 
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considerations have also been applied to the structural chemistry of SiO2 poly morphs and 

silicates. The concept of dπ-pπ bonding arising from the overlap between the 2p orbitals of the 

oxygen containing the lone pair electrons and the 3d orbitals of silicon plays an important role in 

these considerations. An important feature of the Si-O bond is that π-bonding increases and the 

ionicity of the Si-O bond decreases with the Si-O-Si bond angle. Also, π-bonding can be 

influenced by other bonds, e.g., OH and O-Na+. The concept of π-bonding was also employed to 

explain the bond polarizability and other properties of SiO2 polymorphs. 

In contrast, the optical spectra of SiO2 can usually be adequately interpreted without 

considering the Si 3d orbitals because, based on siloxane chemistry, dπ-pπ bonding does not have an 

appreciable effect on the bond energy; however, it has a great effect on structure and chemical 

behavior. This is demonstrated by the small (0.14%) difference in the total energy of H4SiO4 

calculated with and without involving the Si 3d orbitals. In contrast, the difference in molecular 

orbital energies is much larger for those orbitals which are affected by including the Si 3d orbitals 

than for those which are not affected by these orbitals. This is particularly true for that orbital which 

corresponds to π-bonding, that is, the orbital energy is reduced by 48% when the Si 3d orbitals are 

considered. The total population of electrons in the molecular orbitals which involve the Si 3d 

orbitals is 1.43 (0.36 per Si-O bond). These considerations of the H4SiO4 molecule are very relevant 

to SiO2 since the X-ray fluorescense spectrum of silica could be interpreted on this basis. The 92.3 

and 94.5 eV peaks in the L2,3 spectrum are products of transitions (to Si 2p) from orbitals winch 

contain significant 3d contributions. The X-ray spectra of silicate and SiO2 crystals have been also 

interpreted in terms of Si 3d admixture into the oxygen lone pair bands. It was pointed out that, 

although this admixture, is relatively small, its effect can be decisive in the structure and chemistry 

of SiO2. 

This effect π-bonding arises from the fact that the Si-O bond is mixed ionic- covalent. 

The σ component of the covalent bond (overlap between Si 3sp3 hybrid and O 2p orbitals) is 

responsible for the almost invariant nature of the SiO4/2 in SiO2 polymorphs. According to 

molecular orbital calculations the overlap between oxygen orbitals, i.e., the bond overlap 

population, expressed as n(Si-O), increases with increasing Si-O-Si bond angle (see Fig. 6.12). 

The Si-O bond overlap population increases even when the Si 3d orbitals are not included in the 

calculations. However, the confidence level of the correlation between Si-O bond length and 

n(Si-O) is better when the Si 3d orbitals are included, and with respect to n(Si-O), the Si-Onb 

conation is separated from the Si-O-Si configuration. This separation reflects the large 
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difference in the chemical behavior of bridging and non-bridging oxygens. This overlap 

population is higher than the value of ≈0.36 per bond for H4SiO4 because the hydrogen in the 

OH group acts as an electron acceptor relative to silicon and, hence, decreases the π–

component of the Si-O bond. These n(Si-O) values represent trends rather than absolute 

numbers and, hence they should be only considered as means for grouping and classifying. 

Concomitant with the increase in π-bonding, the ionicity of the bond decreases with angle so 

that the overall bond strength remains approximatety unchanged. Consequently, many 

properties of SiO2 polymorphs, such as optical and X-ray spectra, as well as the free enthalpy 

of formation, are practically structure invariant. In contrast, several important properties (e.g., 

bond polarizability, infrared absorption and etching), depend on the extent of π-bonding and, 

hence, display a trend as a function of the Si-O-Si bond angle as shown in Fig. 6.12. 

 

 
Fig. 6.12. Various properties of the Si-O bond as a function of the Si-O-Si bond angle. The solid line 

is the bond overlap population, n(Si-O) calculated from the Si(spd) basis. This curve does not hold 

for stishovite because the coordination of oxygen is three; i.e., it is not a bridging oxygen. The full 

and open symbols represent the Si-O bond polarizability, α, and refer to 6:3 and 4:2 Si-O 

coordinations, respectively. The bond angles representing tridymite and vitreous silica are the mean 

values of the corresponding angle distributions. Note the break in the α-scale. 
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Ionicity of the Si-O bond. 

Figure 6.12 shows that the bond polarizability of stishovite, 4.32×10-25 cm3 is much smaller than 

that of the other SiO2 polymorphs and siloxanes ≈7.0 to ≈7.4×10-25 cm3. Also, the Si-O stretching 

vibration frequency (not shown in Fig. 6.12) is much less for stishovite than for the other 

polymorphs, the respective values being 885 cm-1 and 1077 to 1106 cm-1. Furthermore, the Si-O 

bond length is larger in stishovite (1.77 A°) than in Si04/2 polymorphs (1.59 to 1.63 A°). These 

observations indicate that Si-O bond is more ionic in stishovite than in the SiO4/2 polymorphs. This 

conclusion is further strengthened by arguments based on the electronic dielectric properties The 

value of f, a coefficient associated with first and second neighbour delocalization, is 3.8 for 

stishovite; this value is characteristic of ionic crystals in which the anions are in close contact with 

each other as in rutile (TiO2). In contrast, the f value for SiO4/2 polymorphs are in the range of 5.0 to 

5.1, which is typical of covalent solids The conclusion that the Si-O bond is more ionic in stishovite 

than m the SiO4/2 polymorphs is contrary to the ionicity values 0.41 for stishovite and 0.53 to 0.65 

for the Si04/2 polymorphs. The implications of the difference between the two interpretations are 

discussed below. Another great difference in the character of the Si-O bond in stishovite and SiO4/2 

polymorphs is the lack of π-bonding in the former: this is partially responsible for the fact that 

stishovite is soluble in H2O but insoluble in HF, while the SiO4/2 polymorphs behave in the opposite 

manner. 

Since the SRO in the various SiO4/2 polymorphs and siloxane polymers is essentially the 

same, the variation in their properties is not as great as the difference between SiO4/2 

polymorphs and stishovite. Nevertheless, this difference and the trend shown in Fig. 6.12, 

together with the increase in the ratio of the force constants of the Si-O-Si bending and Si-O 

stretching vibration with increasing Si-O-Si bond angle, demonstrate that the ionicity of the Si-O 

bond decreases as the Si-O-Si angle increases. 

This conclusion is at variance with recent suggestions concerning the ionicity of the Si-O 

bond. The difference between the two interpretations, which is very pertinent to the chemical 

behavior of defects and other properties of SiO2 films, is briefly discussed. One of the important 

conclusions is that the ionicity, Fi increases and the covalent character (1 – Fi) of the Si-O bond 

decreases with increasing Si-O-Si bond angle, ϕ. This conclusion was reached on the basis of a 

relationship between the electronic dielectric constant, ε(0), and Fi: ε(0) = 1 + 1.26d2(l - Fi), 

where d is the Si-O bond length in angstroms. The fact that this relationship is incorrect in this 

case is clearly demonstrated by the wrong order of ionicity values for stishovite and SiO4/2 
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polymorphs as discussed above. This gross discrepancy exists because the dielectric ionicity 

concept which underlies this relationship cannot be considered as a quantitative guide to the 

correlation between bond and dielectric properties; the first-neighbour delocalization 

(covalency) and second-neighbour delocalization (anion-anion contact) as expressed by the 

structural parameter, f.  

This point can be further illustrated by the internal inconsistency of using the above 

relationship and another closely related equation for the ionicity, 
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In this equation, Eg is the average bandgap, C and Eh are its ionic (coulombic) and covalent 

components, respectively. The values of Fi are 0.57 for quartz and 0.65 for vitreous Si02, 

representing a change of 14%. According to (6.16), the corresponding change in the value of 

[C2/(C2 + Eh
2)]1/2 should be ≈4%. However, both the experimental and theoretical studies 

indicate that the optical bandgap of the Si04/2 polymorphs is essentially structure-invariant. 

The Fl value of stishovite is ~ 30% less than that of quartz. Hence, the optical bandgap 

of stishovite should be significantly less than that of quartz. However, based on the similarity 

in the packing of oxygen atoms in rutile and stishovite, it can be easily shown that the optical 

bandgap of stishovite is essentially identical to that of quartz; the refractive index of stishovite 

calculated by this assumption (1.82) is practically identical to the experimental value (1.83). 

The 14-% variation in Fi, between quartz and vitreous SiO2 is much larger than the 

corresponding change in the bond overlap population, ≈3% and is in the opposite direction. 

This discrepancy exists for the same reason as the discrepancy concerning the ionicity of 

stishovite discussed above. 

The ionicity, Fi was represented as a monotonically increasing function of ϕ. 

Subsequently, this relationship was modified on the basis of a qualitative argument involving 

repulsion between adjacent Si atoms; the pertinent curves are shown in Fig. 6.13. However, the 

points in Fig. 6.13 clearly demonstrate that the Fi values simply exhibit a random scatter, 

particularly if the correct values for d and ϕ are used. Hence, the ionicity of the Si-O bond 

increases and the covalency decreases with the Si-O-Si bond angle is unjustified, even if the 

theoretical considerations were correct (however, they are not). Thus, not withstanding the 
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rejection of the conceptual framework based on π-bonding as an "unclear point, the properties 

of SiO2 polymorphs can be interpreted in a consistent manner on this basis. This was 

apparently recognized.  

 

 

 

 

 

 

 

 

 

 

 

Fig. 6.13. Ionicity, Fi, of the Si-O bond as a function of the Si-O-Si bond angle ϕ. The 

abbreviations v, t, c, q, k, and co represent vitreous, tridymite, cristobalite, quartz, keatite, and 

coesite, respectively. Ideal β-cristobalite refers to a hypothetical structure with ϕ = 180° The 

crosses represent Fi values calculated using up-to-data values for the Si-O bond length and 

plotted against up-to-date ϕ. Average d and ϕ values were used in these calculations for 

vitreous SiO2, α and β tridymite, and coesite. 

 

Si-O bond and defect structure of vitreous SiO2. 

With respect to the defect structure of vitreous SiO2, an important effect is the decrease of the Si-O 

bond length with increasing Si-O bond overlap, i.e., with increasing Si-O bond angle as shown in 

Fig. 6.14. This means that the bond/structural flexibility of vitreous SiO2 arising from the wide 

distribution of the Si-O-Si bond angles is further increased. Figure 6.14 also shows that for a given 

bond length the bond overlap is larger for the Si-Onb (Onb= non-bridging oxygen) than the Si-O-Si 

configuration (containing a bridging oxygen) As will be discussed below, this increased bond 

overlap in the Si-Onb configuration has significant consequences with respect to network defects in 

vitreous SiO2. 
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Fig. 6.14. Relationship between Si-O bond length and bond overlap population. Note the 

break in the abscissa. 

 

Based on the behavior of bond polarizability, infrared spectra, etc., it has been suggested that 

vitreous SiO2 has the highest π-bond order among SiO2 polymorphs, excluding the unstable 

melanophlogite (see Fig. 6.12). This idea has been strengthened by a model of the α-β phase 

transformation of quartz crystal. As the temperature increases from 25 to 600 °C, the Si-O-Si bond 

angle increases from 144° to 153° and the Si-O bond length decreases from 1.607 to 1.59 A°; this 

has been interpreted as an increase in π-bonding with temperature. It is well known from 

crystallography that the high temperature polymorph is always characterized by increased symmetry 

relative to the low temperature polymorph. Vitreous SiO2, which is isotropic, represents the highest 

symmetry among SiO2 polymorphs and, hence, is expected to have the highest π-bond order.  

Another feature of the α-β phase transformation is that increasing π-bond order tends 

to pull the oxygen atoms to the plane perpendicular to the c-axis; this explains the negative 

thermal expansion coefficient in the c-direction in β-quartz. The atomic arrangement along the 

c-axis is such that Si and O atoms form a helix along the c-axis where each loop consists of six 

Si atoms. This rearrangement of the oxygen atoms indicates that π-bonding increases 

preferentially along the axis of the structural channel as the temperature increases.  

A similar phenomenon is that those five Si-O-Si bond angles in tridymite, which are 

larger than 160°, are between layers (consisting of Si-O-Si loops) rather than within a layer. 

The layers are connected in such a manner that structural channels are present along the c-axis. 

These observations demonstrate that structural channels in crystalline SiO2 polymorphs 
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represent increased π-bonding between the Si and O atoms forming these channels. Thus, the 

earlier suggestion that channel defects in vitreous SiO2 are characterized by increased π-

bonding appears to be substantiated.  

 

6.8. Oxidation of Polycrystalline Silicon 

 

In most integrated circuits, the polysilicon is electrically isolated from overlying conductors 

(either metal or additional layers of polysilicon) by silicon dioxide, which may be formed by 

thermal oxidation of the polysilicon or by chemical vapor deposition. In most integrated circuits 

these oxide layers must simply be highly insulating. However, specialized devices, such as the 

electrically erasable, programmable read-only memories (EEPROMs) used with increasing 

frequency in VLSI circuits require a thin oxide with well-controlled conductivity above the 

polysilicon.  

Numerous studies have shown that the oxidation rate of polysilicon can differ substantially 

from that of single-crystal silicon and also that the electrical properties of the oxide grown on 

polysilicon are different from those of a similar thickness of oxide grown on single-crystal silicon. 

In this section, the differences in the oxidation rates of polysilicon and single-crystal silicon will be 

first examined and these differences will be related to the structure of the polysilicon. In some 

applications the differences in the oxidation rate can be used constructively, while in other 

applications, they complicate integrated-circuit fabrication.  

 

6.8.1. Oxide Growth on Polysilicon  

Undoped Films. Substantial differences can exist between the thickness of oxide grown on 

polysilicon and that of oxide simultaneously grown on single-crystal silicon. For lightly doped films 

one of the dominant factors leading to this difference is the presence of grains with different 

orientations in the polysilicon. To demonstrate the importance of differently oriented grains, in one 

study [14] thick layers of polysilicon were polished so that the resulting smooth surface contained 

regions with different crystal orientations. When oxidized, each differently oriented grain oxidizes at 

a rate characteristic of that particular orientation of crystalline silicon. Grains with a given 

orientation exhibit the same oxide color as seen on the similarly oriented, single-crystal control 

wafers. These differences are accentuated under surface-reaction-limited oxidation conditions and 

reduced when the oxidation is performed under diffusion-limited conditions. Although polishing the 
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samples removed the faceted surface structure which causes the exposed crystal planes to differ 

from the grain orientation, the study did show that the macroscopically measured oxide thickness 

can be expected to be a suitable average of the oxide thicknesses grown on differently oriented 

grains.  

A similar trend is seen in oxides grown on the fine grain polysilicon typically used in 

integrated circuits. The oxide thicknesses grown on thin polysilicon films deposited either in an 

atmospheric-pressure reactor at 960°C or in a low-pressure reactor at 625°C are between the oxide 

thicknesses grown on rapidly oxidizing (111)-oriented, single-crystal silicon and slowly oxidizing 

(100)-oriented silicon [11]. Because the oxide thickness grown depends on the dominant crystal 

orientations in the film being oxidized, it can differ significantly for polysilicon deposited under 

different conditions, necessitating process modification when the polysilicon deposition conditions 

change significantly. The crystalline texture of polysilicon films depends strongly on the deposition 

temperature and the oxide thickness should vary correspondingly. 

 

Heavily Doped Films. Although oxidation of lightly doped polysilicon is similar to that of 

lightly doped single crystal silicon, marked differences are seen between the oxidation of heavily 

doped polysilicon and similarly doped single-crystal silicon. Heavily doped single-crystal silicon 

oxidizes much more rapidly than does lightly doped single-crystal silicon because of the excess 

point defects present in the heavily doped material. As the influence of the added point defects 

begins to dominate the oxidation process, the differences between the oxidation rates of the different 

orientations of silicon decrease significantly. However, the oxidation-rate enhancement on 

polysilicon is usually much less than that on single-crystal silicon doped at the same time [15]. 

Figure 6.15 [15] shows the thickness of oxide grown on two different orientations of single-

crystal silicon and on polysilicon deposited under two different deposition conditions. Varying 

amounts of phosphorus were added by gaseous diffusion from a POC13 source to sets of samples 

each containing all four types of material, and then all samples were simultaneously oxidized under 

surface-reaction-limited conditions. The resulting oxide thicknesses are shown as functions of the 

sheet resistance measured on the (100)-oriented single-crystal silicon contained in each set of 

samples. As the dopant concentration increases (decreasing sheet resistance), the oxide thickness 

grown on the polysilicon becomes a smaller fraction of that grown on single-crystal silicon, even 

though the amount of dopant added to the polysilicon is expected to be at least as great as that added 

to the single-crystal silicon. 
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Fig. 6.15. Oxide thickness grown on phosphorus-doped single-crystal and polycrystalline silicon 

during a 150 min, 850°C, pyrogenic steam oxidation as a function of the sheet resistance RS 

measured on the (100)-oriented, single-crystal silicon wafer in each set. 

 

This apparently anomalous behavior is best understood by considering the interaction of 

diffusion and oxidation. The impurities diffuse much more rapidly in polysilicon than in single-

crystal silicon [16]. During doping and oxidation, therefore, the phosphorus added near the surface 

can diffuse toward the back of the silicon film more readily in polysilicon than in single-crystal 

silicon. The surface concentration is lower; and, consequently, a thinner oxide is grown. The 

differences between the oxide thicknesses grown on the different types of polysilicon depend on the 

ease of diffusion in each sample, which is governed by the detailed grain structure.  

An alternate explanation suggests that the difference between the oxide thicknesses grown on 

polysilicon and on single-crystal silicon is dominated by the different electrical activity of the 

dopant in each type of material. Because the dopant is less active in polysilicon, the Fermi level is 

closer to the intrinsic Fermi level during oxidation; the charged point defects which enhance the 

oxidation are less numerous; and the oxide grown is thinner. The different behavior of the point 

defects in single-crystal silicon and in polysilicon may also affect the oxidation rate. Grain 

boundaries and other structural defects in polysilicon can act as recombination sites for point defects, 
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increasing their concentration gradients near the surface. If the silicon interstitials injected by the 

oxidation process can diffuse away from the oxidizing surface more readily, the oxidation rate 

should increase, rather than decrease. 

Differences in the dopant-diffusion rates between polysilicon and single-crystal silicon can 

also explain the more rapid oxidation of heavily doped polysilicon than single-crystal silicon 

sometimes seen. We can understand this behavior by considering the finite thickness of the 

polysilicon. Table 6.4 [15] shows that the oxide thickness grown on heavily doped polysilicon also 

depends on the thickness of the polysilicon film and is greater on thinner films than on thicker films. 

In thick films, the dopant can readily diffuse away from the polysilicon surface, reducing the surface 

dopant concentration and the oxidation rate, as discussed above. In thinner polysilicon films, 

however, the finite thickness confines the dopant atoms; as dopant atoms approach the back surface, 

the increasing concentration of dopant there decreases the concentration gradient driving the 

diffusion. The surface concentration remains high, and the oxide grown is, consequently, thicker. 

 

Table 6.4. Oxide thicknesses grown on n+ polysilicon films of different 

thicknesses during a 75 min, 850°C, pyrogenic steam oxidation. 

 

Polysilicon thickness 

(µm) 

Oxide thickness (nm) 

 

 LP AP 

0.5 393 378 

1.0 280 301 

1.5 276 310 

n+ (100) single crystal 515 

 

The increase in oxide thickness with increasing dopant concentration does not continue 

indefinitely, however. It saturates at a value approximately corresponding to the solid solubility of 

phosphorus in silicon at the oxidation temperature. As shown in Fig. 6.16 [17], when oxidation 

occurs at 750°C, the oxide growth rate remains constant for phosphorus chemical concentrations 

greater than about 1021 cm-3, which is close to the solid solubility of phosphorus in silicon at this 

temperature, especially if segregation of the dopant at grain boundaries is considered. Thus, the 

oxide thickness depends on the phosphorus concentration from the concentration at which the Fermi 
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level at the oxidation temperature departs from the intrinsic Fermi level up to the concentration 

corresponding to the solid solubility of the dopant in silicon. 

The considerably greater oxide thickness grown on heavily doped polysilicon than on lightly 

doped, single-crystal silicon can be used advantageously in the fabrication of many integrated 

circuits. In a typical silicon-gate integrated circuit, the heavily doped, n-type polysilicon gate is 

adjacent to the lightly doped single-crystal silicon regions which subsequently form the source and 

drain of an MOS transistor. After definition of the polysilicon, however, these single-crystal regions 

are still lightly doped. Oxidation under suitable conditions produces a thick oxide on the polysilicon, 

while only a thin oxide is grown on the single-crystal silicon. The thick oxide on the polysilicon can 

serve as an implant mask during processing, or it can be used to reduce capacitance in the finished 

circuit. The differential oxidation rate is also useful in reducing critical mask alignment; the thin 

oxide on the single-crystal silicon can be removed while not exposing the heavily doped polysilicon, 

which is covered by a much thicker oxide.  

 

 
Fig. 6.16. Oxide thickness grown on heavily phosphorus doped polysilicon during a 750°C, wet-

oxygen oxidation [17].  

 

Grain-Boundary Oxidation. The disordered structure near the grain boundaries might be 

expected to oxidize more rapidly than the crystalline structure near the center of the grains. In the 
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study of polished samples of undoped, large grain polysilicon, deposited at a high temperature, 

careful examination of the grain-boundary regions did not reveal any enhanced oxidation at the 

grain boundaries. Because grain boundaries occupy a larger fraction of fine-grain polysilicon, grain-

boundary effects might be expected to play a more important role in the oxidation of fine-grain 

material, especially in films deposited at lower temperatures, which might be expected to be less 

ordered. If the grain boundaries oxidize rapidly, the oxide formed there should cause considerable 

compressive stress in the oxidized film. However, no tendency toward stress is caused by oxidation 

of undoped films [18]. In fact, a slight increase of tensile stress is found, suggesting that the heat 

treatment orders the structure near the grain boundaries. On the other hand, in phosphorus-doped 

films oxidation causes compressive stress [18]. In addition, examination of the local film thickness 

near the grain boundaries as oxidation proceeds shows that the entire thickness of the polysilicon 

film is consumed first at the grain boundaries while unoxidized silicon still remains near the centers 

of the grains [18]. Although differences in the thickness of the polysilicon film near the center of the 

grains and near the grain boundaries could also cause the polysilicon to be completely consumed by 

oxidation near the grain boundaries first, these observations suggest that the region near the grain 

boundaries oxidizes more rapidly than does the silicon away from the grain boundaries. Because the 

grain boundaries are the lowest portions of the polysilicon surface before oxidation and they oxidize 

most rapidly, the surface roughness of the polysilicon is expected to increase as oxidation proceeds.  

Other studies have confirmed the more rapid oxidation near grain boundaries. High 

resolution, cross-section transmission electron microscopy shows that Si-P precipitates can form at 

grain boundaries when the phosphorus concentration exceeds its solid solubility at the oxidation 

temperature [14]. Because this phase oxidizes more rapidly than does silicon, the oxide near the 

grain boundaries can be considerably thicker than that over the centers of the grains. Consider a 

polysilicon film doped to solid solubility at an intermediate temperature. When it is oxidized at a 

higher temperature, the phosphorus concentration is below solid solubility at the oxidation 

temperature, and no enhanced oxidation is expected at the grain boundaries. At lower oxidation 

temperatures the phosphorus concentration is greater than solid solubility; excess phosphorus 

concentrates at the grain boundaries; and the grain-boundary regions oxidize more rapidly than do 

the centers of the grains. In addition to forming more rapidly, the oxide grown over grain-boundary 

precipitates appears to contain a high phosphorus concentration and, therefore, etches more rapidly 

than does SiO2. As the oxide grown on polysilicon is etched, narrow grooves can be left in the 

polysilicon surface. In the extreme case, the indentation can extend through the entire thickness of 

the polysilicon film so that the underlying oxide (e.g., the gate oxide) can be attacked. 
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6.8.2. Oxide-Thickness Evaluation 

Although measuring the oxide thickness on single-crystal silicon nondestructively by optical 

techniques is straight forward using an ellipsometer or a spectrophotometer, measuring the oxide 

thickness grown on polysilicon is more complex because of the multilayer structure on which the 

oxide is grown. At the wavelengths typically used for oxide-thickness measurements (e.g. λ = 628 

nm for ellipsometry or λ = 400-800 nm for spectrophotometry), polysilicon is transparent, and the 

reflected signal being analyzed is influenced by reflections from the underlying interfaces, as well as 

from the top and bottom interfaces of the oxide layer grown on the polysilicon. In theory, the 

reflectance of the total multilayer structure can be analyzed, and the oxide thickness of the 

polysilicon can be extracted. However, in most cases variations in the thicknesses of the underlying 

layers make the indicated thickness of the oxide grown on the polysilicon layer too uncertain for 

practical use.  

The optical techniques can, however, be adapted to the ultraviolet wavelength range, in 

which polysilicon is opaque. In this case, the reflected signal is dominated by interference at the top 

and bottom of the oxide layer grown on the polysilicon. The wavelength range from 200 to 400 nm 

is suitable for this type of measurement. However, near the lower end of this wavelength range, the 

surface roughness of the polysilicon also affects the reflected signal, and at λ =280 and 370 nm, 

structural bands of crystalline silicon can influence the reflected signal. The interference of light 

reflected from the two surfaces of the top oxide is strong, however, and the technique is a useful, 

nondestructive, method of measuring the oxide thickness grown on polysilicon. Figure 6.17 shows 

the interference signal obtained over the wavelength range from 200 to 500 nm, with interference in 

the top oxide below about 400 nm and interference in the multilayer structure at higher wavelengths. 

Ellipsometry using ultraviolet light can also be employed to determine the oxide thickness, again 

taking advantage of the fact that silicon is opaque to ultraviolet light.  

Of course, the oxide thickness can be determined destructively by etching a step and 

measuring the step height with a surface profilometer. Although this technique is the most 

straightforward, it can be more time consuming than the optical techniques, its resolution is limited 

by the surface roughness of the polysilicon, and it cannot readily be used on device wafers. 
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Fig. 6.17. The reflectance in the wavelength range from 200 to 400 nm arises from interference in 

the oxide above the polysilicon, while the signal at longer wavelengths is influenced by reflection at 

interfaces beneath the polysilicon as well. 

 

 

 

6.9. Silicon Dioxide Deposition 

 

There are three commonly used deposition methods: atmosphericpressure CVD, low-

pressure CVD (LP CVD), and plasma-enhanced chemical vapor deposition (PE CVD, or plasma 

deposition). PE CVD is an energy-enhanced CVD method, in which plasma energy is added to the 

thermal energy of a conventional CVD system. Considerations in selecting a deposition process are 

the substrate temperature, the deposition rate and film uniformity, the morphology, the electrical and 

mechanical properties, and the chemical composition of the dielectric films. 

The reactor for atmospheric-pressure CVD is similar to the one for oxidation, except that 

different gases are used at the gas inlet. In a hot-wall, reduced-pressure reactor as shown in Fig. 6.18 

a, the quartz tube is heated by a three-zone furnace, and gas is introduced at one end and pumped 

out at the opposite end. The semiconductor wafers are held vertically in a slotted quartz boats [19]. 

The quartz tube wall is hot because it is adjacent to the furnace, in contrast to a cold-wall reactor 

such as the horizontal epitaxial reactor that uses radio frequency (rf) heating. 
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Fig. 6.18. Schematic diagrams of chemical-vapor deposition reactors. (a) Hot-wall, reduced-pressure 

reactor. (b) Parallel-plate plasma deposition reactor [19].  

 

The parallel-plate, radial-flow, PE CVD reactor shown in Fig. 6.18,b consists of a cylindrical 

glass or aluminum chamber sealed with aluminum endplates. Inside are two parallel aluminum 

electrodes. An rf voltage is applied to the upper electrode, whereas the lower electrode is grounded, 

The rf voltage causes a plasma discharge between the electrodes. Wafers are placed on the lower 

electrode, which is heated between 100°C and 400°C by resistance heaters. The reaction gases flow 

through the discharge from outlets located along the circumference of the lower electrode. The main 

advantage of this reactor is its low deposition temperature. However, its capacity is limited, 

especially for large-diameter wafers, and the wafers may become contaminated if loosely adhering 

deposits fall on them. 

CVD silicon dioxide does not replace thermally grown oxides because the best electrical 

properties are obtained with thermally grown films. CVD oxides are used instead to complement the 
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thermal oxides. A layer of undoped silicon dioxide is used to insulate multilevel metallization, to 

mask ion implantation and diffusion, and to increase the thickness of thermally grown field oxides. 

Phosphorus-doped silicon dioxide is used both as an insulator between metal layers and as a final 

passivation layer over devices. Oxides doped with phosphorus, arsenic, or boron are used 

occasionally as diffusion sources. 

 

 

6.9.1. Deposition Methods  

Silicon dioxide films can be deposited by several methods. For low-temperature deposition 

(300°C - 500°C), the films are formed by reacting silane, dopant, and oxygen. The chemical 

reactions for phosphorus-doped oxides are  

SiH4 + O2 →(450°C) SiO2 + 2H2,    (6.18) 

4PH3 + 5O2 →(450°C) 2P2O5 + 6H2.    (6.19) 

The deposition process can be performed either at atmospheric pressure in a CVD reactor or at 

reduced pressure in an LP CVD reactor (Fig. 6.18a). The low deposition temperature of the silane-

oxygen reaction makes it a suitable process when fdms must be deposited over a layer of aluminum. 

For intermediate-temperature deposition (500°C-800°C), silicon dioxide can be formed by 

decomposing tetraethylorthosilicate, Si(OC2H5)4 in an LP CVD reactor. The compound, abbreviated 

TEOS, is vaporized from a liquid source. The TEOS compound decomposes as follows: 

Si(OC2H5)4 →(700°C) SiO2 + by-products,   (6.20) 

forming both SiO2 and a mixture of organic and organosilicon by-products. Although the higher 

temperature required for the reaction prevents its use over aluminum, it is suitable for polysilicon 

gates requiring a uniform insulating layer with good step coverage. The good step coverage is a 

result of enhanced surface mobility at higher temperatures. The oxides can be doped by adding 

small amounts of the dopant hydrides (phosphines, arsine, or diborane), similar to the process in 

epitaxial growth. 

The deposition rate as a function of temperature varies as exp(-Ea/kBT), here Ea, is the 

activation energy, The Ea of the silane-oxygen reaction is quite low: about 0.6 eV for undoped 

oxides and almost zero for phosphorus doped oxide. In contrast, Ea for the TEOS reaction is much 

higher: about 1.9 eV for undoped oxide and 1.4 eV when phosphorus doping compounds are present. 

The dependence of the deposition rate on TEOS partial pressure is proportional to (1- e-P/P0), where 

P is the TEOS partial pressure and P0 is about 30 Pa. At low TEOS partial pressures, the deposition 
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rate is determined by the rate of the surface reaction. At high partial pressures, the surface becomes 

nearly saturated with adsorbed TEOS and the deposition rate becomes essentially independent of 

TEOS pressure [19]. 

The atmospheric-pressure and low-temperature CVD processes using TEOS and ozone (O3) 

have been proposed, as shown in Fig. 6.19 [20]. This CVD technology produces oxide films with 

high conformality and low viscosity under low deposition temperature. In addition, the shrinkage of 

oxide film during annealing is also a function of ozone concentration, as shown in Fig. 6.20. 

Because of their porosity, O3-TEOS CVD oxides are often accompanied by plasma-assisted oxides 

to permit planarization in ULSI processing. 

For high-temperature deposition (900°C), silicon dioxide is formed by reactin dichlorosilane, 

SiCl2H2, with nitrous oxide at reduced pressure: 

SiCl2H2 + 2N2O →(900°C) SiO2 + 2N2 + 2HCl.   (6.21) 

This deposition gives excellent film uniformity and is sometimes used to deposit insulating layers 

over polysilicon. 

 

 
Fig. 6.19. Experimental apparatus for the O3-TEOS chemical-vapor deposition (CVD) system. 
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Fig. 6.20. Dependence of the shrinkage of the O3-TEOS CVD film on ozone concentration using 

annealing.  

 

 

6.9.2. Properties of Silicon Dioxide  

Deposition methods and properties of silicon dioxide films are listed in Table 6.5 [19]. In 

general, there is a direct correlation between deposition temperature and film quality. At higher 

temperatures, deposited oxide films are structurally similar to silicon dioxide that has been thermally 

grown. 

 

Table 6.5. Properties of SiO2 films. 

Property Thermally grown 

at 1000°C 

SiH4 + O2  

at 450°C 

TEOS  

at 700°C 

SiCl2H2 + 

N2O 

at 900°C 

Composition SiO2 SiO2(H) SiO2 SiO2(Cl) 

Density (g/cm3) 2.2 2.1 2.2 2.2 

Refractive index 1.46 1.44 1.46 1.46 

Dielectric 

strength (106 

V/cm) 

>10 8 10 10 

Etch rate 30 60 30 30 
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(A°/min) 

(100:1 H2O:HF 

Etch rate 

(A°/min) 

(buffered HF) 

440 1200 450 450 

Step coverage - Nonconformal Conformal Conformal 

 

The lower densities occur in films deposited below 500°C. Heating deposited silicon dioxide 

at temperatures between 600°C and 1000°C causes densification, during which the oxide thickness 

decreases, whereas the density increases to 2.2 g/cm3. The refractive index of silicon dioxide is 1.46 

at a wavelength of 0.6328 µm. Oxides with lower indices are porous, such as the oxide from the 

silane-oxygen deposition, which has a refract index of 1.44. The porous nature of the oxide also is 

responsible for the lower dielectric strength, which is the applied electric field that will cause a high 

current to flow in the oxide film. The etch rates of oxides in a hydrofluoric acid solution depend on 

deposition temperature, annealing history, and dopant concentration. Usually higher-quality oxides 

are etched at lower rates. 

 

 

6.10. Silicon Oxide Nanoparticles 

 

Oxide nanoparticles are of particular interest in the fabrication of electronic devices based on 

the ultra-large scale integration (ULSI). Integrated circuits become more and more complex with 

increasing layers of metallization and interlayer dielectrics. This has led to the search for a method 

to planarize the wafers between the deposition and the processing steps. The method adopted is 

chemical mechanical polishing (CMP), which involves pressing the Si wafers against a polishing 

pad in the presence of colloidal slurries of oxides such as SiO2, Al2O3, CeO2, or ZrO2. The size, 

shape, surface chemistry, and stability of the oxide particles govern the efficiency of the process. 

The CMP process has turned out to be an important step in the semiconductor industry [21, 22]. 

Prior to the synthesis of a nanophase material, the size and the dimensional features of the 

material to be prepared have to be defined. Accordingly, a suitable preparative method can be 

adopted. This is very crucial because the particle size, dimensionality, and composition govern the 

resultant properties of the nanostructured materials that are assembled from nanoparticles as 
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building units in order to achieve certain desired properties. For instance, the fascinating electronic, 

electrical, optical, catalytic, thermal, and mechanical properties of the nanoparticles and the 

nanostructured materials have triggered enormous multipronged research activities in recent years in 

this area.  

Several methods have been developed over the years for the synthesis of nanomaterials. The 

various routes include synthesis using liquid, solid, or gas phase precursors, which come under 

physical or chemical processing. The major issues for the synthesis of nanoparticles are (i) the 

control of the particle size and composition, and (ii) the control of the interfaces and the 

distributions of the nanobuilding blocks within the fully formed nanostructured materials.  

The oxide nanomaterials are of interest in a variety of structural and functional applications. 

The advantages of equiaxed, dispersive, submicron ceramic oxide particles with a narrow size 

distribution have been intensively discussed [23]. Typical nanoparticles are agglomerates of several 

primary particles. The agglomerates are termed as secondary particle. The secondary particle size is 

obtained by scanning electron microscopy (SEM), whereas the X-ray line broadening helps to 

estimate the primary particle size or crystallite size. Minimizing the agglomeration and deriving the 

properties exclusive to the primary particles are the important objectives in the synthesis of oxide 

nanoparticles. Let’s consider some important methods for the preparation of oxide nanoparticles are 

described. 

 

Gas Phase Condensation Methods 

The production of nanoparticles by condensation of gaseous precursor molecules generally 

comes under the category of aerosol processes [24, 25]. For the synthesis of nanoparticles or ultra-

fine particulates (particle size <100 nm), the gas phase condensation is a suitable method. The initial 

step in this process is the formation of gaseous precursor molecules by a suitable physical or 

chemical method in aerosol reactors [26 - 30]. The precursor molecules then react in the vapor phase 

to form tiny nuclei of the desired phase (gas-to-particle conversion). The size of a typical nucleus 

thus formed has dimensions comparable to that of a molecule of a refractory oxide. Subsequently, 

the primary particles undergo collision and coalescence to form aggregates, which in turn form 

agglomerates held together by the weak van der Waals forces [31, 32]. The method is suitable for 

the production of nanoparticles in laboratories as well as in industries. The mechanism involved in 

the gas phase condensation process allows one to link the properties of gaseous precursor to the 

nanoparticles formed. The important parameters involved in the processing are time, temperature, 

and the amount of particles produced per unit volume. The decisive characteristics of the prepared 
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nanoparticles include the size distribution of the primary particles, the grain boundaries, the pore 

sizes, the defect concentrations, and crystallinity. Apart from these characteristics, the fractal 

dimension of the aggregates and the particle bond energies are also of interest for investigation. The 

various methods used for the gas phase condensation of oxide nanoparticles are summarized as a 

block diagram in Fig. 6.21 [33]. Let’s consider an important preparative route—flame processing 

related techniques such as sputtering for oxide nanoparticles. The laser ablation and microwave 

plasma-assisted chemical reactions in the gas phase are other interesting methods.  

 

 
Fig. 6.21. Methods used for gas phase condensation of nanoparticles [33]. 

 

 

Flame Processing. 

Oxide nanoparticles are produced commercially on a large scale in a flame reactor [29, 30]. 

The precursor in vapor phase is fed into a reactor in the presence of oxygen and ignited. The burning 

step may also take place in other gaseous atmospheres such as inert gas, hydrogen, or methane. The 

schematic diagram for the particle formation in a flame reactor is shown in Fig. 6.22 [33], which 

illustrates the eventual formation of nanoparticles through collision, coalescence, and agglomeration 

in an aerosol reactor. Temperatures as high as 1200–2500 K can be achieved in a typical flame 

reactor. The method is commercially used for the production of industrially useful silica (SiO2) from 

silicon tetrachloride vapor. It is also important to correlate the particle size of the material produced 

to the processing conditions and the material properties in order to standardize the production 

method for the nanoparticles. The particle size and the surface area of the oxide can be tuned by 

adjusting the process temperature. The lower the process temperature, the smaller the particle size 
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and larger the surface area. The sizes of the oxide nanoparticles that are produced using the aerosol 

technique fall in the range of 7 to 27 nm. 

 

 
Fig. 6.22. Schematic representation of particle formation in a flame reactor [33].  

 

 

Electric Dispersion Reaction 

The electric dispersion reaction is a precipitation reaction that is carried out in the presence 

of a pulsed electric field to synthesize ultrafine precursor powders of advanced ceramic materials. 

The technique involves subjecting the reactor liquid (metal-alkoxide solution) to a dc electric field 

(3 to 10 kV/cm at pulsing frequencies in the range 1 to 3 kHz). Under the applied electric field, the 

sol is shattered to micron-sized droplets, termed as microreactors that contain hydrous precursor 

precipitate. The formed precursor powders can be thermally processed to obtain oxide nanoparticles. 

This technique has been developed for the synthesis of various ultrafine ceramic powders from the 

corresponding metal alkoxide solution [34-37]. A typical microreactor droplet for the formation of 

nanosized oxide particles is schematically represented in Fig. 6.23. Metal alkoxide and metal salt 

solutions have been used for the synthesis of ceramic precursor powders (including SiO2, Al2O3, 

ZrO2, and 1:2:3 yttrium-barium-copper oxide) with chemical homogeneity at submicrometer level 
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[34]. The method also allows control and modification of the particle morphology. Moreover, the 

method has been shown to be a viable means for the production of microspheres and porous 

spherical shells. A scanning electron micrograph of hydrous 1:2:3 Y-Ba-Cu oxide particles 

synthesized by an electric dispersion reaction from the corresponding metal nitrates revealed that the 

particle sizes were in the micrometer range (∼5 µm), which on further thermal processing form 

submicrometer powders [34]. 

 

 

 
Fig. 6.23. Typical microreactor droplet for the formation of nanosized oxide particles during an 

electric dispersion reaction [130]. 

 

 

Sol–Gel (Colloidal) Processing 

Sol–gel processing is a popular processing route for the synthesis of a wide variety of 

materials in desired shapes (particles, fibers, or films). The formation of a sol by dissolving the 

metal alkoxide, metal-organic, or metal-inorganic salt precursors in a suitable solvent is the primary 

step in a sol–gel in which the solvent molecules are trapped inside a solid (gel) [38, 39]. Subsequent 

drying of the gel followed by calcination and sintering leads to the final ceramic product. As the 

reacting species are homogenized at the atomic level in a sol–gel process, the diffusion distances are 

considerably reduced compared to a conventional solid-state reaction; thereby the product forms at 

much lower temperatures.  

Depending on the nature of the precursor, which can be an aqueous solution of an inorganic 

salt or metal-organic compound, the species involved in the intermediate steps of the sol–gel process 
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differ. The nature and composition of the intermediate species formed also depend on the oxidation 

state, the pH, or the concentration of the solution. These factors are crucial in the formation of a 

colloid and its stability. Metal alkoxides are noted for the very high reactivity toward hydrolysis and 

are therefore being used as a common starting material for the sol–gel synthesis [40]. 

Electronegativity, valence states, and the coordination number of the metal affect the rate of 

hydrolysis and hence the nature of the colloidal solution. The resultant properties of the synthesized 

powder depend on the colloidal aggregate formed as a result of the hydrolysis step. This has been 

demonstrated in the case of many ceramics, as the chemical tuning of the precursor sol and the 

nature of the colloid formed have affected the final product [41,42]. The preparation of powders 

with the desired microstructure from colloids depends on the tuning of the interparticle forces in the 

colloid, which differ depending on the nature of the suspension - well-dispersed, weakly flocculated, 

or strongly flocculated. The total interparticle potential energy can be expressed as 

 

Vtotal = VvdW + Velect + Vsteric + Vstructural    (6.22) 

 

where VvdW is the attractive potential energy due to long range van der Waals interaction between 

particles, Velect is the electrostatic repulsive potential energy between likecharged particles, Vsteric is 

the potential energy arising out of the steric interactions among bulky groups present on the particle 

surface, and Vstructural is the potential energy due to various nonadsorbed species in solution [43]. The 

use of sol–gel (colloidal) method for the synthesis of advanced ceramic oxide such as silica (SiO2) 

has been demonstrated [44-47]. The grain sizes in the nanometer range were obtained when samples 

were sintered from nanoparticles with a uniform green microstructure prepared through colloidal 

processing. Recently, it has been demonstrated that the grain sizes of high permittivity thin films can 

be suitably tuned by varying the sol–gel precursor concentration as well as the subsequent annealing 

temperatures of the films [48].  

Silica (SiO2) is a potential material in optical, electrical, and thermal applications. To 

understand the densification and sintering characteristics of silica powders, monodisperse, spherical 

hydrous silica (SiO2) was synthesized through a colloidal sol–gel process and the resultant powder 

preparative step involved the addition of tetraethylorthosilicate (Si(OC2H5)4, TEOS) to a reagent-

grade ethanol and concentrated NH4OH solution with constant stirring at room temperature. The 

TEOS undergoes hydrolysis/condensation reactions, forming polysilicic acid, which is then 

followed by the precipitation of silica particles. The reactant concentration controlled the average 

diameter of the particles that are formed during the synthesis. The precipitate was washed with 
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distilled water, dried, and subsequently calcined in loose stack in the temperature range of 200 °C to 

1050 °C. The diameters of the spherical particles ranged from 200 to 600 nm. However, by tuning 

the reactant concentration and the thermal processing conditions, the particles can be crystallized 

within the nanograin size range. The sample calcined at 200 °C was suspended in distilled water 

using ultrasonication and pH adjustments. The powder was then allowed to settle down in plastic 

tube under gravity to form a green compact. The SEM characterization of the green compact formed 

by the particle sedimentation showed the two-dimensional, hexagonal close-packed array of 

particles with an ordered array extending to a few micrometers. Figure 6.24 illustrates the hexagonal 

pore formation in SiO2. The hcp layers are stacked one over the other to form a self-organized three-

dimensional ordered structure. The striking feature of these investigations was the tuning of the 

diameter of the nano-sized pores in the compact, which was prepared by dispersion and flocculation 

techniques. The green compact of the dispersed particles had smaller pores compared to that of 

flocculated particles. The pore size distributions were narrower and bimodal in nature because of the 

presence of three-particle and four-particle pore channels. The study showed that by appropriate 

tuning of the sol preparation, colloid formation, and dispersion conditions, three-dimensional 

ordered SiO2 powder compact can be formed. 

 

 
Fig. 6.24. SEM picture illustrating the formation of hexagonal and cubic ordered array in SiO2. 

 

6.11. Conclusions 

 

Silicon dioxide is a high-quality insulator that can be thermally grown on silicon wafers. It 

can also serve as a barrier layer during impurity diffusion or implantation, and it is a key component 

of MOS devices and circuits. These factors have contributed significantly to silicon’s current status 

as the dominant semiconductor material in use today.  

This chapter described the mechanisms of thermal oxidation of silicon and polycrystalline 

silicon and presented a kinetic model of oxide growth. This model accurately predicts oxide growth 
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rate for a wide range of process conditions. The chapter also discussed dopant redistribution and the 

masking properties of oxides. The CVD method of SiO2 film deposition have been also described 

and analysed. Oxide characterization methods and oxide quality were discussed as well. Many 

important properties of silicon dioxide such as masking properties, oxide structure and quality have 

been considered.  

The special attention has been paid on technologies of silicon oxide nanoparticles.  
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Chapter 7. Metallic Thin Films 

 

7.1. Introduction 

 

Thin metal films have been studied for decades and are widely employed in a myriad of 

applications. Recently, especially metallic nano- and microstructures have attracted substantial 

attention from the researchers due to their unique properties. Nevertherless the metals have been 

studied for more than a hundred years ago, the development of numerical methods, 

electromagnetic simulation codes, and computers have speeded up research into metallic films, 

micro- and nanostructures. Furthermore, the development of nanofabrication techniques has 

progressed hand in hand with computational techniques, providing the tools for designing, 

fabricating and analyzing the properties of metallic films and structures. 

One of the fascinating fields of optics is plasmonics. It studies the interaction of the 

conduction electrons and electromagnetic field at metallic interfaces or in small metallic 

nanostructures. It relies on the free essence of the conduction electrons that may be induced to 

oscillate collectively and longitudinally. Plasmonics has led to a wide range of applications such 

as biosensors [1, 2], nanoscale light guiding [3, 4], and labeling of molecular objects [5-7]. The 

list will undoubtedly continue to expand as plasmonics is integrated into new areas. 

Recent advances in preparing atomically uniform films have transformed this field of 

research; measurements can now be performed with precisely known film thicknesses in terms of 

the number of atomic layers. It is shown that the physical properties of ultra thin films can 

deviate substantially from the bulk counterparts, and such differences are related to the electronic 

structure that can be determined directly from angleresolved photoemission. Specifically, the 

film property variations as a function of film thickness and boundary conditions can be largely 

understood in terms of a “one-dimensional shell effect” akin to the periodic property variations 

of the elements in the periodic table. More complicated electronic effects can arise from coherent 

coupling of the electrons in the film to the substrate electronic states and from diffraction of the 

electrons by the substrate atomic structure. 

 

7.2. Electron Theory of Metals 

 

The response of matter to an electromagnetic field is characterized by the behavior of 

electrons in the applied field. In the case of metals, the electrons are essentially free, which gives 

rise to unique metallic features, both from the chemical and optical point of view. The behavior 
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of electrons may be approached using classical or quantum–mechanical models, but in general 

the combination of the two provides the deepest understanding of the optical properties.  

 

7.2.1. Origin of Optical Properties 

Let us consider a molecule that is illuminated by an electromagnetic wave. The electric 

charges in the molecule are set into oscillatory motion by the electric field of the incident wave. 

Accelerated electric charges radiate electromagnetic energy. In the case of a system of molecules, 

each molecule is affected not only by the incident field but also by the resultant of the secondary 

fields of all the other molecules. Therefore, inside a medium the secondary waves superpose on 

each other and on the incident wave [8, 9]. This process is the origin of the optical properties of 

the medium. 

The interaction of the field with electric charges leads to reduction in the propagation 

speed of the field because the response to the external field is not immediate. In addition, for an 

oblique incident angle the propagation direction changes. These properties are observed at a 

macroscopic level and are described by the real part of the refractive index, n, which is defined 

by the relationship between the speed of light in a vacuum, c0, and the speed of light in the 

medium, c 

.0

c
cn =       (7.1) 

The wavelength of the electromagnetic field in the medium also experiences a change to λ = λ0/n, 

where λ0 is the wavelength of the incident field in the vacuum.  

In addition to reradiating electromagnetic energy, the excited elementary charges may 

transform part of the incident electromagnetic energy into other forms, thermal energy, for 

example. This process is called absorbtion. The amplitude of the electromagnetic field decreases 

as it propagates through an absorbing medium. The imaginary part, k, of the complex refractive 

index [8], 

),()()(* ωωω iknn +=      (7.2) 

determines the rate at which the wave is attenuated. In Eq. (7.2) i represents the imaginary unit, 

ω is the angular frequency of the incident field, and n is defined by Eq. (7.1). It is evident from 

Eq. (7.2) that the refractive index, and therefore the motion of the electrons, is dependent on the 

frequency of the electromagnetic wave. 

An external electric field polarizes material so that the positive atom nucleus and negative 

electrons move in opposite directions. Susceptibility, χ, is a measure of how easily the material is 

polarized. Susceptibility is actually part of another optical constant, electric permittivity, defined 

as 
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where ε0 is the permittivity in a vacuum and σ is the electric conductivity of the material. The 

conductivity is non-zero only for materials with electrons that are not bound to the atom nucleus, 

so-called free electrons. The magnitude of the oscillatory motion of free electrons in the external 

field is proportional to the electric conductivity. The imaginary part of the permittivity, 

)}({)}(Im{)}(Im{ ωσωχωε R+=     (7.4) 

represents the absorption of the field in the medium. Im{·} denotes the imaginary part and R{·} 

the real part. The imaginary part of the susceptibility is associated with the absorption of 

electrons that are bound to the nucleus and the real part of the conductivity is associated with 

absorption by the free electrons. 

 

The relative permittivity is related to the refractive index for a non-magnetic medium by 
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where ε0 is the permittivity in the vacuum and ε′(ω) and ε′′(ω) are both real. The relative 

permittivity is also called dielectric function. 

The real and imaginary parts of the complex optical constants, such as refractive index, 

susceptibility, and permittivity, are connected by integral relations. For relative permittivity the 

relations may be written as [10–12] 
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where P denotes the Cauchy principal value of the integral, σ0 the dc conductivity, and ω′ is an 

artificial pole on the real axis of a complex angular frequency. The equations (7.6) and (7.7) are 

called Kramers–Kronig relations. They are a direct consequence of the causality principle and 

they relate the change in phase of an electromagnetic wave to an absorption process [13]. 

The quantum–mechanical approach to optical properties is based on discretesizing energy 

into packets called quanta. The energy level diagram of isolated atoms, illustrated in Fig. 7.1, 

consists of a series of states with discrete energies. A result of the periodicity of the crystal 

lattice of a medium is that the energy levels are grouped into bands. Optical transitions between 

these levels lead to absorption and emission of electromagnetic radiation. For example, the 
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absorption of a photon leads to the transition of an electron from a low energy level to the one 

above it. 

 

 
Fig. 7.1. Interband absorption of light with angular frequency ω in the energy level diagram. 

Bands 1 and 2 consist of several energy levels. 

 

Energy bands are divided into three groups. The band representing the core electrons, the 

valence band and the conduction band. For insulators and semiconductors the conduction band is 

empty; for conductors it is partly filled. The size of the gap between the valence and conduction 

band determines whether the material is an insulator or a semiconductor. For semiconductors the 

band gap is less than 3 eV. For conductors the two bands overlap. 

In metals the electrons in the conduction band can be excited into adjacent unoccupied 

states by applying an electric field, which results in an electric current. This availability of vacant 

electron states in the same energy band provides a mechanism, intraband absorption, for 

absorption of low-energy photons. Absorption in nonconductors, interband absorption, is only 

likely for photon energies greater than the band gap [14]. 

The classical model treats electrons as if they were attached to the nucleus by a spring, as 

shown in Fig. 7.2. From the equation of motion for a small mass attached to a large mass by a 

spring we obtain the dipole moment and, consequently, an expression for the relative permittivity, 

 

     (7.8) 

where e is the magnitude of the electric charge, ω0 the resonance frequency of the spring, N the 

number of oscillators per unit volume, and γ the damping factor of the springs. Equation (7.8) is 

called the Lorentz harmonic oscillator model. The quantum–mechanical analog for the resonance 

frequency ω0 is the transition frequency of an electron between two energy levels. The damping 
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factor relates in the quantum–mechanical analog to the probability of absorption processes such 

as transitions to all other atomic states [15]. In general, an optical medium will have many 

characteristic resonance frequencies. The permittivity may then be described by taking the sum 

of the Lorentz oscillators with different natural resonance frequencies [14]. 

 

 
Fig. 7.2. Lorentz harmonic oscillator consisting of a heavy positive charge and a light negative 

mass. Electric field E causes displacement from the equilibrium position. 

 

The optical response for free electrons can be obtained from the Lorentz harmonic 

oscillator model demonstrated in Fig. 7.2 by ignoring the springs, that is, by setting the spring 

constant in Eq. (7.8) to zero. Then, we obtain the expression for the relative permittivity [16], 

     (7.9) 

where 

      (7.10) 

is the plasma frequency. Now, the constant γ in Eq. (7.9) represents the damping due to the 

scattering of electrons associated with electrical resistivity [15]. It may be written γ = 1/τ, where 

τ is the mean free time between collisions. The distance between the collisions is called the mean 

free path. If we ignore the damping, that is γ = 0, the relative permittivity becomes real and may 

be written 

     (7.11) 

By substituting Eq. (7.11) into Eq. (7.5) we notice that the refractive index is purely imaginary 

when ω < ωp, real when ω > ωp, and zero when ω = ωp. 
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Drude theory alone does not accurately describe the optical characteristics of many 

metals. Metals usually exhibit some freeelectron type of behavior, which can be treated with the 

Drude theory, but they also have a substantial bound-electron component, due to interband 

transitions. For example, the colors of gold and copper are a result of interband transitions at the 

visible spectral range [8]. A more accurate way to describe the permittivity of metals is to 

combine multiple Lorentz oscillators with the Drude model.  

The relative permittivity of aluminum has been calculated with Drude model and the 

combined Lorentz and Drude model in Fig. 7.3. The calculated values are compared to measured 

values taken from [17]. At wavelengths below the plasma wavelength, 82 nm, the low-damping 

approximation given in Eq. (7.11) is valid and the permittivity is real. The real part approaches 

unity as the wavelength decreases because the electrons are no longer capable of responding to 

the driving field. As the wavelength increases, the intraband transitions take place, metal 

becomes conductive, and the imaginary part grows along with the real part according to the 

Kramers–Kronig relations. However, there is a disturbance in the smoothly behaving permittivity 

around 800 nm, which is due to interband transitions. This is the reason the Drude model fails in 

this region. 

 

 
Fig. 7.3. Real part ε′ and imaginary part ε′′ of relative permittivity for aluminum. LD represents 

the combined Lorentz–Drude model, D the Drude model. The measured values have been taken 

from [17]. 
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7.2.2. Electronic Resonances 

One property of metals that arises from the free electrons is that light may excite 

electronic resonances in them. A common feature of electronic resonance is that the oscillation 

amplitude of the local electric field overcomes the excitation amplitude by orders of magnitude 

[18]. The resonant oscillation also results in charge density oscillations that are either collective 

or longitudinal or both, so that the charge density has an oscillatory time dependence exp(−iωt), 

where t is the time. The charge density oscillation is also referred to as plasma oscillation and its 

quantum is plasmon [19]. Plasmons may be divided into three groups, which are described in the 

following sections. 

 

Bulk plasmons 

If the damping in Drude’s model Eq. (7.9) is assumed to be zero, the relative permittivity 

vanishes at the plasma frequency. This creates longitudinal electron oscillations called bulk 

plasma or volume plasma oscillation. Since the relative permittivity is zero, so is refractive index 

according to Eq. (7.5). The wavelength of the electromagnetic field then approaches infinity 

inside the medium and the electrons start to move collectively in a phase. This produces a 

displacement of the whole free electron gas. The fixed ion lattice will exert a restorative force to 

counteract this displacement of electrons, which causes the electrons to move back to the original 

direction and consequently again form a restorative force in the opposite direction and so on. The 

result is that the whole electron gas oscillates at the plasma frequency backwards and forwards 

with respect to the fixed ions [14, 15]. 

True plasma oscillation persists after the external field is removed and can be excited 

only by a beam of charged particles, such as electrons [15]. Therefore, in optical studies the bulk 

plasma oscillation refers to the forced oscillations generated by light. There exist some studies 

where the bulk plasma oscillations have been excited by illuminating a metallic surface at an 

oblique angle of incidence by light having an electric field component normal to the surface [20]. 

 

Surface plasmons 

Surface plasmon resonance is a charge density oscillation existing at the interface of the 

dielectric and metal. The oscillation carries energy along the surface while the field in a direction 

normal to the surface is evanescent, as illustrated in Fig. 7.4. Because these oscillations may be 

excited by light, their quantum is called surface plasmon polaritons or surface plasmons. 
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Fig. 7.4. Propagation direction of the surface plasmon polariton is indicated by the red arrow. 

The field in the direction normal to the surface is evanescent in the dielectric and metal, which is 

indicated by the red lines. 

 

Let us define the wave number as k = 2π/λ. The wave number is the length of the wave 

vector which points in the propagating direction of the wave. The propagation constant that is the 

wave vector component parallel to the interface, for a surface plasmon polariton is given by [21] 

      (7.12) 

and the component normal to the surface [22] 

      (7.13) 

where ε1 and ε*
2 = ε′2 + iε′′2 are the permittivities of the dielectric and metal, respectively, k0 = 

2π/λ0 is the wave number in a vacuum, and εq with q = 1, 2 refer to either of the materials. 

Confinement to the surface demands that the field in the direction normal to the surface is 

evanescent. This is possible when the incident light has an electric field component normal to the 

interface and ε′2 < 0 if ε1 > 0. At optical wavelengths, this condition is fulfilled by several metals, 

gold and silver being the most commonly used [1]. 

If we approximate the permittivity with Eq. (7.11) and if ε′2<−ε1, the wave vector 

component k//
SP becomes real and the surface plasmon propagates without attenuation. This is, 

however, approximately true for only some metals and only in the ultraviolet frequency range 

and frequencies below it. In general, the propagation constant is complex and the field in the 
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propagation direction is attenuated. The real part of the propagation constant determines the 

surface plasmon wavelength 

,
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2
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πλ =  `     (7.14) 

and the imaginary part determines the propagation 1/e decay length 
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The wave vector component parallel to the surface for light incident from the dielectric 

material is 
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0
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where θ1 is the angle if incidence. In order to excite surface plasmons, the real parts of the 

propagation constant components given by Eq. (7.12) and (7.16) should be equal. Since ε′
2  < 0 

and ε1 > 0, the real part of the propagation constant of the surface plasmon k//
SP is greater than 

that of the field in the dielectric medium k//. This problem can be overcome, for example, using 

the famous Kretschmann configuration [23], which includes a prism placed on the metal surface. 

The light incident from the dielectric side to the prism experiences total internal reflection from 

the prism-metal interface and the generated evanescent wave couples with the surface plasmon 

mode. 

If the surface is corrugated with a period d, the wave vector component parallel to the 

surface is [22] 
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where k// is defined by Eq. (7.16) and m is the diffraction order. The k//
c may be tuned to match 

the wave vector given by Eq. (7.12). It should be noted that the dispersion relation in Eq. (7.12) 

hardly changes if the metal surface has a shallow corrugation. 

If we assume that the corrugated surface lies on the xy-plane, the wave vector for a two-

dimensional corrugated surface is 
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where dx and dy are the grating periods in the x- and y-directions, respectively, k// the parallel 

wave vector of the incident light, and m and n the diffraction orders. It follows from the 

generation of diffraction orders that surface plasmons may be excited with normally incident 
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light in contrast to a non-corrugated surface. The same applies also in the case of one-

dimensional corrugated surfaces. 

 

Localized surface plasmons 

For a small particle, with a size in the range of the penetration depth of the 

electromagnetic field into the metal, the clear distinction between surface and bulk plasmons 

vanishes. Let us consider a spherical metal particle with a diameter much smaller than the 

wavelength of light embedded in the dielectric material. From the Mie theory [24], by taking a 

first-order approximation we find the polarizability, a measure for how easily individual particle 

is polarized, inside the particle is 
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where a is the radius of the particle, ε1 the permittivity of the surrounding material and ε*
2 the 

permittivity of the metal. If we assume that ε//
2 varies slowly along the frequency, the 

polarizability reaches its maximum when [21] 

 

.2 1
/
2 εε −=       (7.20) 

The oscillation mode associated with this condition, which is in fact the lowest-order surface 

mode, has become known as the Frohlich mode [8], which is illustrated in Fig. 7.5. If γ << ω2
p , 

which is usually true for most metals at room temperature, it follows from Eq. (7.9) that the 

frequency that satisfies Eq. (7.20) is  
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which in air ε1 = 1 reduces to 

.
3
P

F
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The frequency ωF is called the Frohlich frequency. 

 

 



 11 

 
Fig. 7.5. Electron oscillations in the Fr¨ohlich mode corresponding to the dipole particle plasmon 

resonance. 

 

The field inside the metal particle for which a << λ is homogenous and therefore drives 

the electrons in a collective oscillative motion. When Eq. (7.20) is satisfied, the electric field is 

highly localized in the metallic particle. The quantum of the electron oscillation in the case of a 

highly localized electric field is called the localized surface plasmon or particle plasmon. 

We may estimate the effect of the particle size by taking second order approximation 

from Mie’s theory. The resonance condition for the Frohlich mode is then [8] 

       (7.23) 

where x is the so-called size parameter defined by  

        (7.24) 

It may be concluded from Eq. (7.23) that the resonance frequency shifts to lower frequencies 

when the size of the sphere increases. 

The Frohlich mode is also known as the dipole mode. For larger particles higher-order 

modes also appear at different frequencies. The second lowest mode is the quadrupole mode, in 

which half of the electron cloud inside the metal moves parallel to the applied field and half 

moves antiparallel [25]. 

For a sphere, which is a symmetrical particle, the localized plasmons may be excited 

independently on the polarization of the applied field. However, in the case of an infinitely long 

cylinder, only a field with a component normal to the surface is capable of exciting plasmons. 
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The resonance condition corresponding to Eq. (7.20) in an infinitely long cylinder illuminated by 

light polarized perpendicular to the cylinder axis is given by [26] 

.1
1

/
2 −=
ε
ε        (7.25) 

It is evident by comparing the resonance condition given by Eq. (7.20) and Eq. (7.25) that the 

shape of the particle has a significant influence on the resonance. 

Let us consider a spherical dielectric inclusion in a metallic body. This is opposite to the 

problem that was solved by Eq. (7.20) and we may consider it simply by switching the 

permittivities, ε′
2 → ε1 and ε1 → ε′

2. Then we obtain the resonance condition for a spherical void, 

or cavity, from [21] 
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The resonance associated with Eq. (7.26) is called cavity plasmon resonance. The resonance 

condition for other shapes of cavities is obtained with a similar switch of permittivities. 

 

7.2.3. Oxidation 

Valence electrons are responsible for chemical reactions such as oxidation. The natural 

tendency of two elements in the oxidation process is to obtain an octet, a state where the bonding 

has a total of eight valence electrons and does not undergo any further chemical reactions. Since 

metals have only 1–3 valence electrons, they react easily with oxygen, except this is not the case 

for the most noble metals. 

The bonding between oxygen and the metal is defined by the electronegativity difference 

of the elements. Usually the resulting bonding is mostly ionic in nature, which means that the 

oxygen receives electrons from the metal and it is held together by electrostatic forces. Some of 

the most common metal oxides are titanium oxide TiO2, aluminum oxide Al2O3, chromium oxide 

Cr2O3, which is formed, for example, on stainless steel, and iron oxide Fe2O3, also known as rust. 

 

 

 

 

7.3. Fabrication of Metallic Films and Nanostructures 

 

Fabrication techniques for nano- and micro-optical devices have improved significantly 

since 1876, when David Rittenhouse made the first grating by wrapping fine wire between a pair 

of 0.25 mm pitch screws [27]. The feature size has decreased down to ten nanometers using 
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electron beam lithography [28, 29] and techniques such as DNA self-assembling [30] seem to 

reduce it even further.  

 

7.3.1. Thin Film Deposition 

Thin film deposition is an important step in nano- and microstructure fabrication. Two 

widely used thin film deposition techniques are atomic layer deposition [31] and thermal 

evaporation [32, 33]. Due to their different physical mechanisms to grow the film, they result in 

different physical structures. The physical structure of the film is of great importance since it 

affects the optical properties and further processability of the film (see Paper I), [34]. 

 

Chemical-Vapor Deposition 

CVD is attractive for metallization because it offers coatings that are conformal, has good 

step coverage, and can coat a large number of wafers at a time. The basic CVD setup is the same 

as that used for deposition of dielectrics and polysilicon (see Fig. 7.6). Low-pressure CVD 

(LPCVD) is capable of producing conformal step coverage over a wide range of topographical 

profiles, often with lower electrical resistivity than that from PVD. One of the major new 

applications of CVD metal deposition for integrated circuit production is in the area of 

refractory-metal deposition. For example, tungsten's low electrical resistivity (5.3 µΩ-cm) and its 

refractory nature make it a desirable metal for use in integrated circuit fabrication,  

 

 
Fig. 7.6. Schematic diagrams of chemical-vapor deposition reactors. Hot-wall, reduced-pressure 

reactor.  

 

CVD-W 

Tungsten is used both as a contact plug and as a first-level metal. Tungsten can be 

deposited by using WF, as the W source gas, since it is a liquid that boils at room temperature. 

WF, can be reduced by silicon, hydrogen, or silane. The basic chemistry for CVD-W is as 

follows: 
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WF6 + 3H2 → W + 6HF (hydrogen reduction),   (7.27) 

2WF6 + 3Si → 2W + 3SiF4 (silicon reduction),    (7.28) 

2WF6 + 3SiH4 → 2W + 3SiF4 + 6H2 (silane reduction).   (7.29) 

On a Si contact, the selective process starts from a silicon reduction process. This process 

provides a nucleation layer of W grown on Si but not on SiO2. The hydrogen reduction process 

can deposit W rapidly on the nucleation layer, forming the plug. The hydrogen reduction process 

provides excellent conformal coverage of the topography. This process, however, does not have 

perfect selectivity, and the HF gas by-product of the reaction is responsible for the encroachment 

of the oxide, as well as for the rough surface of deposited W films. 

The silane reduction process gives a high deposition rate and much smaller W grain size 

than that obtained with the hydrogen reduction process. In addition, the problems of 

encroachment and rough W surface are eliminated because there is no HF by-product generation. 

Usually, a silane reduction process is used as the first step in blanket W deposition to serve as a 

nucleation layer and to reduce junction damage. After the silane reduction, hydrogen reduction is 

used to grow the blanket W layer. 

 

CVD TiN 

TiN is widely used as a diffusion barrier-metal layer in metallization and can be 

deposited by sputtering from a compound target or by CVD. The CVD TiN can provide better 

step coverage than PVD methods in deep submicron technology. CVD TiN can be deposited [36-

38] using TiC14 with NH3, H2/N2, or NH3/H2: 

6TiC14 + 8NH3 → 6TiN + 24HC1 + N2,     (7.30) 

2TiC14 + N2 + 4H2 → 2TiN + 8HC1,     (7.31) 

2TiC14 + 2NH3 + H2 → 2TiN + 8HC1.    (7.32) 

The deposition temperature is about 400°-700°C for NH3 reduction and is higher than 700°C for 

the N2/H2 reaction. The higher the deposition temperature, the better the TiN film and the less C1 

incorporated in TiN (-5%). 

 

Atomic Layer Deposition 

Atomic layer deposition (ALD) may be employed to grow oxide, nitride, and metal films 

[39]. In the process two or more precursors react chemically with each other and form one 

monolayer of the desired material. The precursors are led into a vacuum chamber in turns and 

after each precursor pulse the chamber is purged by an inert gas. These steps are repeated until 

the desired thickness is achieved. 
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The temperature, pressure of the chamber, and other process parameters are adjusted 

according to the process chemistry and targeted film properties. For example, with increasing 

temperature the reactions become more complete and the impurity content decreases, which 

leads to higher refractive indexes [31, 40, 41]. 

ALD is a very precise method for growing thin films because it allows us to adjust the 

film thickness by one atomic layer at a time. Depending on the process, one cycle produces a 

0.1–3 °A film thickness [41]. Due to this atomic scale precise control, the microstructure of the 

deposited film is dense and conformal. 

 

Physical-Vapor Deposition 

The most common methods of physical-vapor deposition (PVD) of metals are 

evaporation, e-beam evaporation, plasma spray deposition, and sputtering. Metals and metal 

compounds such as Ti, Al, Cu, TiN, and TaN can be deposited by PVD. Evaporation occurs 

when a source material is heated above its melting point in an evacuated chamber. The 

evaporated atoms then travel at high velocity in straight-line trajectories. The source can be 

molten by resistance heating, by rf heating, or with a focused electron beam. Evaporation and e-

beam evaporation were used extensively in earlier generations of integrated circuits, but they 

have been replaced by sputtering for ULSI circuits. 

In ion-beam sputtering, a source of ions is accelerated toward the target and impinged on 

its surface. Figure 7.7 shows the standard sputtering system. The sputtered material deposits on a 

wafer that is placed facing the target. The ion current and energy can be independently adjusted. 

Since the target and wafer are placed in a chamber that has lower pressure, more target material 

and less contamination are transferred to the wafer. 

One method to increase the ion densi and, hence, the sputter-deosition rate is to use a 

third electrode that provides more electrons for ionization. Another method is to use a magnetic 

field, such as electron cyclotron resonance (ECR), to capture and spiral electrons, increasing 

their ionizing efficiency in the vicinity of the sputtering target. This technique, referred to as 

magnetron sputtering, has found widespread applications for the deposition of aluminum and its 

alloys at a rate that can approach 1 µm/min. 
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Fig. 7.7. (a) Standard sputtering, (b) long-throw sputtering, and (c) sputtering with a collimator. 

 

Long-throw sputtering is another technique used to control the angular distribution. 

Figure 7.7b shows the long throw-sputtering system. In standard sputtering configurations there 

are two primary reasons for a wide angular distribution of incident flux at the surface: the use of 

a small target to substrate separation, dts, and scattering of the flux by the working gas as the flux 

travels from the target to the substrate. These two factors are linked because a small dts is needed 

to achieve good throughput, uniformity, and film properties when there is substantial gas 

scattering. A solution to this problem is to sputter at very low pressures, a capability that has 

been developed using a variety of systems, which can sustain the magnetron plasma under more 

rarefied conditions. These systems allow for sputtering at working pressures of less than 0.1 Pa. 

At these pressures, gas scattering is less important, and the target-to-substrate distance can be 

greatly increased. From a simple geometrical argument, this allows the angular distribution to be 

greatly narrowed, which permits more deposition at the bottom of high-aspect features such as 

contact holes. 

Contact holes with large aspect ratio are difficult to fill with material, mainly because 

scattering events cause the top opening of the hole to seal before appreciable material has 

deposited on its floor. This problem can be overcome by collimating the sputtered atoms by 

placing an array of collimatin tubes just above the wafer to restrict the depositing flux to normal 

±5°. Sputtering wit f a collimator is shown in Fig. 7.7c. Atoms whose trajectory is more than 5° 

from normal are deposited on the inner surface of the collimators.  

 

Thermal Evaporation 

The objective of evaporation is to transfer atoms from a heated target to a substrate. The 

target material is heated to the evaporation point and the thermal energy is transferred to the 

kinetic energy of the evaporated atoms that impinge on the substrate [42]. The target may be 

heated by an electron beam or resistively in a boat by passing an electric current through it. 
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One significant difference between ALD and thermal evaporation is that the 

microstructure of evaporated film changes significantly along the film thickness. The structural 

evolution for evaporated films starts with the adsorption of atoms on the surface and is followed 

by the condensation of the adsorbed atoms, adatoms. The condensation of the adatoms is also 

referred to as nucleation. The nuclei grow into islands until they coalesce into each other and 

form a continuous network of grains [43, 44]. 

The development of the grain structure is determined mainly by the surface mobility of 

the adatoms relative to the deposition rate and the substrate temperature relative to the melting 

temperature of the film material. As a rule, higher substrate temperatures and lower deposition 

rates lead to larger grain size [45]. In face-centered-cubic metals such as aluminum, silver, gold, 

copper and iridium, the surface mobility of the adatoms is high and the structure continues to 

evolve during the thickening of the film. The final grain size is typically on the order of the film 

thickness. Another type of material includes refractory metals and elements with a diamond-

cubic crystal structure such as silicon, chromium and iron. They have a lower surface mobility 

and the resulting microstructure consists of vertically long pillars [46]. 

The resulting thin film for both material types consists of grains which are separated by 

grain boundaries. The space between the grain boundaries is filled with impurities such as 

nitrogen and oxygen that originate from the vacuum chamber. Therefore, the amount of space 

between the grain boundaries and the quality of the vacuum impact on the optical properties of 

the evaporated thin film. 

 

Aluminum Metallization 

Aluminum and its alloys are used extensively for metallization in integrated circuits, The 

A1 film can be deposited by a PVD or CVD method. Because aluminum and its alloys have low 

resistivities, 2.7 µΩ-cm for A1 and up to 3.5 µΩ-cm for its alloys, these metals satisfy the low-

resistance requirements. Aluminium also adheres well to silicon dioxide. However, the use of 

aluminum in integrated circuits with shallow junctions often creates problems, such as spiking 

and eletromigration.  

 

Junction Spiking 

Figure 7.8 shows the phase diagram of the A1-Si system at 1 atm. [47]. The phase 

diagram relates these two components as a function of temperature. The A1-Si system exhibits 

eutectic characteristics; that is, the addition of either component lowers the system's melting 

point below that of either metal. Here, the minimim melting temperature, called eutectic 

temperature, is 577°C, corresponding to a 11.3% Si and 88.7% Al composition. The melting 
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points of silicon are 660°C and 1412°C, respectively. Because of the iutectic characteristics, 

during aluminum deposition the temherature on the silicon substrate must be limited to less than 

577°C. 

 

 
Fig. 7.8. Phase diagram of the aluminum –silicon system [47]. 

 

The inset of Fig. 7.8 also shows the solid solubility of silicon in aluminum. For example, 

the solubility of silicon in aluminum is 0.25 wt% at 400°C, 0.5 wt% at 450°C, and 0.8 wt% at 

500°C. Therefore, wherever aluminum contacts silicon, the silicon will dissolve into the 

aluminum during annealing. The amount of silicon dissolved will depend not only on the 

solubility at the annealing temperature but also on the volume of aluminum to be saturated with 

silicon. Consider a long aluminum metal line in contact with an area ZL of silicon as shown in 
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Fig. 7.9. After an annealing time t, the silicon will diffuse a distance of approximately √Dt along 

the aluminum line from the edge of the contact, where D is the diffusion coefficient given by 

4×10-2exp(-0.92/kT) for silicon diffusion in deposited aluminum films. Assuming that this length 

of aluminum is completely saturated with silicon, the volume of silicon consumed is then 

     (7.33) 

where ρAl and ρSi are the densities of aluminum and silicon, respectively, and S is the solubility 

of silicon in aluminum at the annealing temperature [48].  If the consumption takes place 

uniformly over the contact area A (where A = ZL for uniform dissolution), the depth to which 

silicon would be consumed is 

     (7.34) 

 

 
Fig. 7.9. Diffusion of silicon in aluminum metallization [48]. 

 

In a practical situation, the dissolution of silicon does not take place uniformly but rather 

at only a few points. The effective area in Eq. 7.34 is less than the actual contact area; hence b is 

much larger. Figure 7.10 illustrates the actual situation in the p - n junction area of aluminum 

penetrating the silicon at only the few points where spikes are formed. One way to minimize 

aluminum spiking is to add silicon to the aluminum by coevaporation until the amount of silicon 

contained by the alloy satisfies the solubility requirement. Another method is to introduce a 

barrier metal layer between the aluminum and the silicon substrate (Fig. 7.11). This barrier metal 

layer must meet the following requirements: it forms low contact resistance with silicon, it will 
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not react with aluminum, and its deposition and formation are compatible with the overall 

process. Barrier metals such as titanium nitride (TiN) have been evaluated and found to be stable 

for contact annealing temperatures up to 550°C for 30 min. 

 
Fig. 7.10. Schematic view of aluminum films contacting silicon. Note the aluminum spiking in 

the silicon.  

 

 
Fig. 7.11. Cross-sectional view of a MOSFET with a barrier metal between the aluminum and 

silicon and a composite gate electrode of silicide and polysilicon. 

 

Electromigration 

As the device becomes smaller, the corresponding current density becomes larger. High 

current densities can cause device failure due to electromigration. The term electromigration 

refers to the transport of mass (i.e., atoms) in metals under the influence of current. It occurs by 

the transfer of momentum from the electrons to the positive metal ions. When a high current 

passes through thin metal conductors in integrated circuits, metal ions in some regions will pile 

up and voids will form in other regions. The pileup can short-circuit adjacent conductors, 

whereas the voids can result in an open circuit. 

The mean time to failure (MTF) of a conductor due to electromigration can be related to 

the current density J and the activation energy Ea by  

     (7.35) 
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Experimentally, a value of Ea = 0.5 eV is obtained for deposited aluminum. This indicates that 

low-temperature, grain-boundary diffusion is the primary vehicle of material transport, since Ea 

= 1.4 eV would characterize the self-diffusion of single-crystal aluminum. The electromigration 

resistance of aluminum conductors can be increased by using several techniques. These 

techniques include alloying with copper (e.g., A1 with 0.5% Cu), encapsulating the conductor in 

a dielectric, or incorporating oxygen during film deposition. 

 

Copper Metallization 

It is well known that both high conductivity wiring and low-dielectric-constant insulators 

are required to lower the RC time delay of the interconnect network. Copper is the obvious 

choice for a new interconnection metallization because it has higher conductivity and higher 

electromigration resistance than aluminum. Copper can be deposited by PVD, CVD, and 

electrochemical methods. However, the use of Cu as an alternative material to A1 in ULSI 

circuits has drawbacks, such as its tendency to corrode under standard chip manufacture 

conditions, its lack of a feasible dry-etching method or a stable selfpassivating oxide similar 

Al2O3 on Al, and its poor adhesion to dielectric materials, such as SiO2 and low-k polymers. 

Several different techniques for fabrication of multilevel Cu interconnects have been 

reported [49, 50]. The first method is a conventional method to pattern the metal lines followed 

by dielectric deposition. The second method is to pattern the dielectric layer first and fill copper 

metal into trenches. This step is followed by chemical mechanical polishing to remove the excess 

metal on the top surface of dielectric and leave Cu material in the holes and trenches. This 

method is also known as a damascene process. 

 

Damascene Technology 

The approach for fabricating a copper/low-k dielectric interconnect structure is by the 

"damascene" or "dual damascene." Figure 7.12 shows the dual damascene sequence for an 

advanced Cu interconnection structure. For a typical damascene structure, trenches for metal 

lines are defined and etched in the interlayer dielectric (ILD) and then followed by metal 

deposition of TaN/Cu . The TaN layer serves as a diffusion barrier layer and prevents copper 

from penetrating the low-k dielectric. The excess copper metal on the surface is removed to 

obtain a planar structure with metal inlays in the dielectric. 
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Fig. 7.12. Process sequence used to fabricate a Cu line-stud structure using dual damascene. (a) 

Resist stencil applied; (b) reactive ion etching dielectric and resist patterning; (c) trench and via 

definition; and (d) Cu depositions followed by chemical-mechanical polishing (CMP). 

 

For the dual damascene process, the vias and trenches in the dielectric are defined using 

two lithography and reactive ion etching (RIE) steps before depositing the Cu metal (Fig. 7.12a-

c). Then a Cu chemical-mechanical polishing process is used to remove the metal on the top 

surface, leaving the planarized wiring and via imbedded in the insulator [51]. One special benefit 

of dual damascene is that the via plug is now of the same material as the metal line and the risk 

of via electromigration failure is reduced. 
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7.4. Characterization of Metallic Nanostructures 

 

7.4.1. Ellipsometry 

An ellipsometer, according to its name, measures the ellipticity of the polarization state of 

light reflected from a measured surface. More accurately, the measured values ψ and δ are 

defined by  

,tan *

*

TE

TMi

r
re =δψ       (7.36) 

where r*
TM and r*

TE are the Fresnel reflection coefficients for the sample. If the measured sample 

is thin film, the Fresnel coefficients for beams that reflect a number of times from the back and 

top surface of the film. In the case of bulk material only one reflection needs to be considered. 

[52] An ellipsometer may be employed to determine the refractive index, thickness and 

reflectance and transmittance of the sample. 

The evaluated refractive indexes must satisfy the ellipsometric equation Eq. (7.36). When 

dielectric material is measured over a certain wavelength range, we are usually interested in 

finding refractive indexes with dispersion described by the Cauchy’s relation 

,)( 42 λλ
λ CBAn ++=       (7.37) 

where A, B, and C are the adjusted parameters. The parametric model for metals consists of the 

sum of the Drude and Lorentz oscillators defined by Eqs. (7.8) and (7.9). In addition, the 

Kramers-Kronig relation between the imaginary and real part of the refractive index may be 

applied to determine the solution. 

If no parametric model is used, the refractive indexes are evaluated by using an initial 

estimate from the refraction indexes of an already known material. Then, the solution is given by 

the refraction indexes that are closest to the initial estimate and satisfy the ellipsometric equation 

Eq. (7.36). 

The correspondence of ψ and δ generated by the calculated refractive indexes between 

the measured ψ and δ is evaluated by the root mean square error (RMSE). Refraction indexes 

resulting in the smallest error are the solution for Eq. (7.36). The RMSE is calculated with 

numerical iterative Levenberg–Marquardt algorithm [53]. 

The ellipsometer may also be used to measure change in the polarization state for 

transmitted light. If the light incident on the sample is linearly polarized, the ellipticity, χ, and 

polarization rotation angle, θ, for transmitted light, defined in Fig. 7.13, can be obtained from 

simple equations [54] 

δψθ cos2tan)]45(2tan[ =−      (7.38) 
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and 

      (7.39) 

where ψ and δ are defined as in Eq. (7.36) except that the Fresnel reflection coefficients are 

replaced by transmission coefficients. 

 
Fig. 7.13. Ellipticity, χ, defined by arctan χ = a/b, where a and b are the minor and major axes of 

the ellipse, and polarization rotation, θ, of the transmitted light. E is the electric field vector. 

 

 

   

7.5. Thin Metal and Metal Oxide Films 

 

It was revealed that the microstructure of thin films is affected by the deposition method 

and the process parameters. In this chapter we review how these factors contribute to the 

macroscopic optical properties. More precisely, we examine how the complex refractive index of 

a thin film is dependent on thickness and the deposition technique. 

 

7.5.1. Changes in Refractive Index in Metal Films 

Retrieving refractive indexes from the optical constants database, such as those 

represented by the references [17, 55], is not a task without concern. The refractive indexes 

tabulated in these databases are measured for several differently fabricated and processed 

materials. The materials may have been fabricated by evaporation, sputtering or arc-zone melting, 

and some of them are bulk. The process parameters, such as temperature and pressure for 

evaporated or sputtered samples, are certainly not equal. Furthermore, post-processing of the 

samples may or may not include, for example, polishing, annealing, and rinsing [56–62]. 
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In order to design optical devices, the refractive index used for the theoretical 

calculations should be known as precisely as possible. Especially the optical response of 

resonant elements, such as waveguide resonators and plasmon resonators, is very sensitive to 

changes in the refractive index. Even modification in the second decimal can shift the resonance 

peak out of the operational range and alter the spectral intensity. 

In case of thin films, in addition to the fabrication technique and process parameters, the 

thickness of the film also affects the refractive index in many different ways. We have 

demonstrated how the complex refraction index changes between films of different thickness and 

different deposition techniques. The techniques that were used for the deposition of the films 

included atomiclayer deposition (ALD) and electron-beam gun evaporation. The deposited 

materials were aluminum and iridium. Iridium was deposited by both methods but aluminum 

was deposited only by evaporation since the ALD of aluminum is extremely challenging. The 

thickness of aluminum films ranged between 37–290 nm; for iridium it was between 30–144 nm. 

The samples were cleaned [35] to remove contaminants that could affect the nucleation 

and further film growth. The process parameters, including evaporation rate, vacuum chamber 

pressure, and temperature, were kept constant for each material. The refractive indexes were 

determined by a variable angle spectroscopic ellipsometer, VASE, provided by J. A. Woollam 

Co. Refractive indexes were calculated using the initial estimate approach, and the combined 

Lorentz–Drude model given by Eq. (7.8) and Eq. (7.9). In the case of aluminum, we also added a 

3-nm-thick oxide layer on top of the metal layer. 

The aluminum oxide thickness used in the modeling has a significant impact on the 

refractive indexes we obtain for the aluminum film in the modeling. The 3 nm thickness is not 

necessarily the accurate value for the oxide layer. However, since the process parameters in 

evaporation were chosen to be such that they would minimize the surface roughness and the 

samples were measured at the same age, within one day, we could assume that the thickness of 

the oxide film was the same for all aluminum samples. As a result, the refractive indexes 

represented in Fig. 7.14 (a) and (b) might scale up or down but in similar manner for all samples, 

permitting the thickness dependence to remain. 
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Fig. 7.14. Real part (a) and imaginary part (b) of the refractive index for 37 nm, 70 nm, 163 nm, 

206 nm, and 290 nm thick electron-beam-gun-evaporated aluminum films. The literature values 

are for ultra-high-vacuum-evaporated film [17, 62]. 

 

For iridium the analysis of thickness dependence is more straightforward since no native 

oxide layer is formed on it at room temperature. Figure 7.15 indicates that the real part of the 

refractive index approaches the literature values, taken for a crystal rod of iridium, when the 

thickness of the film increases. For ALD iridium the change is not as significant as for the 

evaporated films. This is not surprising if we consider the well-controlled microstructure that 

ALD produces. The same applies to the imaginary part of the refractive index, except for the fact 

that the imaginary part of evaporated films is closer to the literature values for thinner films, but 

not the thicker. 

Figure 7.15 shows that the imaginary and real part of the ALD refractive index drops 

when the thickness increases. This could be due to an increase in the amount of impurities and 

defects occurring in the ALD process when more monolayers are deposited. It is a well-known 

fact that these kinds of defects make the refractive index more effective-like [64–66]. Moreover, 

when the impurities consist of air, both the real and imaginary part of the effective refractive 

index decreases compared to the value of the pure metal. For evaporated iridium the thickness 

effect is mostly dominated by cracks on the surface that increase in size for thicker films. The 

cracks were caused by the different thermal expansion coefficients of iridium and silicon dioxide, 

which was used as a substrate. 
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Fig. 7.15. Real part (a) and imaginary part (b) of the refractive index for 44 nm, 90 nm, and 144 

nm thick atomic-layer deposited iridium compared to 30 nm, 110 nm, and 115 nm thick 

evaporated iridium. The literature values are for a polycrystalline iridium rod [17, 63]. 

 

For evaporated aluminum the behavior of the imaginary part of the refractive index is 

opposite to that of ALD films. The imaginary part decreases for thinner films. Since the surface 

of the aluminum samples was smooth and homogenous, the cracks were not an issue. Instead, the 

decrease could be explained by grain structure evolution. The size of the evaporated grain for 

aluminum tends to be the same as the thickness of the film. Consequently, for the thinnest 

aluminum layers the grain size could have a limiting effect on the electron mean free path, which 

is about 15 nm at room temperature [19, 67]. If the mean free path is reduced, the conductivity 

drops and, as does the imaginary part of the refractive index. In addition, the proportion of 

impurities, such as oxygen, might be smaller for thicker films. The oxygen content in the 

vacuum chamber is consumed by the oxidation of aluminum. Therefore, as the film gets thicker, 

the oxygen content gets smaller and smaller. The increased proportion of air and other impurities 

for thinner films would be consistent with the fact that the interband transitions of aluminum at 

800 nm are not as strong for thin films as they are for thicker ones. This is shown in Fig. 7.14(b), 

where the curve is smoother at the interband transition region for the thinner films. 

Some inconsistencies between the behavior of the complex refractive indexes also exist. 

For example, why does the film with a thickness of 70 nm have a smaller extinction coefficient 

than the 37 nm thick film? A factor that might contribute to this is the fluctuating evaporation 

rate that ranged between 1.8–2.2 °A/s for aluminum. The evaporation rate affects grain growth 

and therefore the optical properties as well. Another unexplained feature is the high real 

refractive index of evaporated iridium films. We might also assume that the real part would be 

smaller than that of the ALD film due to the more effective-like optical properties, but obviously 

this is not the case. 
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7.6. Metals in Micro- and Nanoelectromechanical Systems 

 

It can be argued that of all the material categories associated with MEMS, metals may be 

among the most enabling, since metallic thin films are used in many different capacities ranging 

from etch masks used in device fabrication to interconnects and structural elements in 

microsensors and microactuators. Metallic thin films can be deposited using a wide range of 

techniques, including evaporation, sputtering, CVD, and electroplating. Since a complete review 

of the metals used in MEMS is far beyond the scope of this chapter, the examples presented in 

this section were selected to represent a broad cross section of where metals have found uses in 

MEMS. 

Aluminum (Al) and gold (Au) are among the most widely employed metals in 

microfabricated electronic and electromechanical devices, as a result of their use as innerconnect 

and packaging materials. In addition to these critical electrical functions, Al and Au are also 

desirable as electromechanical materials. One such example is the use of Au micromechanical 

switches for RF MEMS. For conventional RF applications, chip level switching is currently 

performed using FET- and PIN diode-based solid state devices fabricated from gallium arsenide 

(GaAs) substrates. Unfortunately, these devices suffer from insertion losses and poor electrical 

isolation. In an effort to develop replacements for GaAs-based solid state switches, the 

development of an electrostatically actuated, cantilever-based micromechanical switch fabricated 

on GaAs substrates have been  reported [68]. The device consisted of a silicon nitride-encased 

Au cantilever constructed on a sacrificial silicon dioxide layer. The silicon nitride and silicon 

dioxide layers were deposited by PECVD, and the Au beam was electroplated from a sodium 

sulfite solution inside a photoresist mold. A thin multilayer of Ti and Au was sputter deposited in 

the mold prior to electroplating. The trilayer cantilever structure was chosen to minimize the 

deleterious effects of thermal and process-related stress gradients in order to produce unbent and 

thermally stable beams. After deposition and pattering, the cantilevers were released in HF. The 

processing steps proved to be completely compatible with GaAs substrates. The released 

cantilevers demonstrated switching speeds better than 50μs at 25V with contact lifetimes 

exceeding 109 cycles. 

In a second example from RF MEMS, the fabrication of an Al-based micromachined 

switch as an alternative to GaAs FETs and PIN diodes has been reported [69]. In contrast to the 

work [68], this switch utilizes the differences in the residual stresses in Al and Cr thin films to 

create bent cantilever switches that capitalize on the stress differences in the materials. Each 
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switch is comprised of a series of linked bimorph cantilevers designed in such a way that the 

resulting structure bends significantly out of the plane of the wafer due to the stress differences 

in the bimorph. The switch is drawn closed by electrostatic attraction. The bimorph consists of 

metals that can easily be processed with GaAs wafers, thus making integration with GaAs 

devices possible. The released switches were relatively slow, at 10 ms, but an actuation voltage 

of only 26 V was needed to close the switch.  

Thin-film metallic alloys that exhibit the shapememory effect are of particular interest to 

the MEMS community for their potential in microactuators. The shape-memory effect relies on 

the reversible transformation from a ductile martensite phase to a stiff austenite phase in the 

material with the application of heat. The reversible phase change allows the shape-memory 

effect to be used as an actuation mechanism, since the material changes shape during the 

transition. It has been found that high forces and strains can be generated from shape-memory 

thin films at reasonable power inputs, thus enabling shape-memory actuation to be used in 

MEMS-based microfluidic devices, such as microvalves and micropumps. Titanium-nickel 

(TiNi) is among the most popular of the shape-memory alloys, owing to its high actuation work 

density (50 MJ/m3) and large bandwidth (up to 0.1 kHz) [70]. TiNi is also attractive because 

conventional sputtering techniques can be employed to deposit thin films, as detailed in a recent 

report [70]. In this study, TiNi films were deposited by co-sputtering elemental Ti and Ni targets, 

and a co-sputtering TiNi alloy and elemental Ti targets. It was reported that co-sputtering from 

TiNi and Ti targets produced better films due to process variations related to the roughening of 

the Ni target in the case of Ti and Ni co-sputtering. The TiNi/Ti co-sputtering process has been 

used to produce shape-memory material for a silicon spring-based microvalve [71]. 

Use of thin-film metal alloys in magnetic actuator systems is another example of the 

versatility of metallic materials inMEMS.Magnetic actuation in microdevices generally requires 

the magnetic layers to be relatively thick (tens to hundreds of microns) to generate magnetic 

fields of sufficient strength to generate the desired actuation. To this end, magnetic materials are 

often deposited by thick film methods, such as electroplating. The thickness of these layers 

exceeds what can feasibly be patterned by etching, so plating is often performed in 

microfabricated molds made from materials such as polymethylmethacrylate (PMMA). The 

PMMA mold thickness can exceed several hundred microns, so X-rays are used as the exposure 

source during the patterning steps. When necessary, a metallic thin film seed layer is deposited 

prior to plating. After plating, the mold is dissolved, which frees the metallic component. Known 

as LIGA (short for Lithography, Galvanoforming and Abformung), this process has been used to 

produce a wide variety of high-aspect ratio structures from plateable materials, such as nickel-

iron (NiFe) magnetic alloys [72] and Ni [73]. 
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In addition to elemental metals and simple compound alloys, more complex metallic 

alloys commonly used in commerical macroscopic applications are finding their way into 

MEMS applications. One such example is an alloy of titanium known as Ti-6Al-4V. Composed 

of 88% titanium, 6% aluminum and 4% vanadium, this alloy is widely used in commercial 

aviation due to its weight, strength, and temperature tolerance. The use of this alloy in the 

manufacture of MEMS based winged structures for micro aerial vehicles have been explored 

[74]. The authors considered this alloy not only because of its weight and strength, but also 

because of its ductility and its etching rate at room temperature. The designs for the wing 

prototype were modelled after the wings of bats and various flying insects. For this application, 

Ti-alloy structures patterned from bulk (250 μm-thick) material by an HF/HNO3/H2O etching 

solution were used, rather than thin films. Parylene-C was deposited on the patterned alloy to 

serve as the wing membrane. The miniature micromachined wings were integrated into a test 

setup, and several prototypes actually demonstrated short duration flight. 

 
 

7.7. Quantum Properties of Thin Metal Films 

 

Surfaces, thin films, and self-organized surface structures can exhibit interesting and 

useful properties markedly different from their bulk counterparts due to symmetry reduction, 

geometric confinement of electrons, and boundary effects. The underlying quantum physics is a 

cornerstone for nanoscale science [75] which is a broadly based interdisciplinary enterprise 

highly relevant to the advancement of materials, devices, and technologies. Thin films, in 

particular, are of fundamental interest; the simple geometry facilitates a detailed exploration of 

the connection between atomistic details and macroscopic physical and chemical properties. 

Thin films also provide a research path bridging surfaces and bulk materials. Through systematic 

studies of films with varying thicknesses, effects pertaining to the surface, the interface, and the 

bulk can be identified and characterized in detail. A thorough understanding of the basic 

scientific issues in such systems enables advanced materials concepts through artificial layering, 

interfacial engineering, layer alloying, and doping. Furthermore, preparation and processing of 

thin films by deposition and annealing can lead to novel self-assembled and self-organized 

structures that function as quantum dots, wires, and stripes. A detailed investigation of thin film 

effects and phenomena is essential for establishing a basis for understanding the evolution, 

kinetics, energetics, and properties of these nanoscale systems. The vast opportunities for 

scientific and technological advances have fostered a strong interest in the basic physics of thin 

metal films. 
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A key issue in thin film physics is quantum confinement of the electrons and the resulting 

quantization of the electronic wave vector along the direction perpendicular to the film surface 

[76]. The continuum states characteristic of the bulk are thus replaced by a discrete set of 

quantum well states or subbands with their energies dependent on the boundary conditions. The 

resulting modifications to the electronic structure affect the physical properties, leading to 

atomic-layer-by-atomic-layer variations that can be quite dramatic [77]. Experimental results on 

property variations reported in the literature include studies of surface energy, thermal stability, 

work function, surface adsorption, electron-phonon coupling, superconducting transition 

temperature, etc. The subband electronic structure in thin films can be mapped directly by 

angleresolved photoemission spectroscopy. Recent advances in thin film preparation have made 

it possible to create atomically uniform films, thus facilitating highly precise measurements of 

the electronic energies as a function of system configuration including the film thickness and 

interfacial structure. To a first approximation, the electronic structure of a thin film can be 

described in terms of the standard model – a particle confined in a quantum box – as commonly 

described in quantum mechanics textbooks. As the film thickness increases, the number of 

occupied subbands (below the Fermi level) increases. Each time a subband crosses the Fermi 

level, the system properties must change in response to the new electronic configuration. Such 

Fermi level crossing happens periodically as a function of the film thickness. The result is a 

damped oscillatory modulation of properties as a function of film thickness, akin to the periodic 

property variations of the elements in the periodic table. This “one-dimensional shell effect” has 

been observed in a number of cases. 

While the particle-in-a-box model works well in most cases, there are situations where 

this model does not adequately describe the experimental results for a number of reasons. For 

example, the detailed atomic structure of the substrate can be important, and the interfacial 

atomic potential can diffract or scatter the electrons in the film. Coherent coupling of the 

electronic states in the film to the substrate states can also be important, leading to partial 

confinement or hybridization. This area of research is progressing rapidly. 

 

7.7.1. Spectroscopy of the Electronic Structure of Films 

Quantum well states in films appear as discrete peaks in angle-resolved photoemission 

spectra for electron emission along the surface normal, the direction of confinement [76, 78-84]. 

Shown in Fig. 7.16 is a schematic diagram for the normal-emission geometry. Experimental 

results taken from Ag films grown on Fe(100) are shown in Fig. 7.17 [85, 86]. The discrete 

peaks in the spectra correspond to quantum well states, or standing waves of electrons formed by 

coherent multiple reflections between the two boundaries of the film. The bottom spectrum is for 
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a film with a thickness of 38 monolayers (ML). Adding 0.5 ML to this film yields the middle 

spectrum, which exhibits two sets of quantum well peaks. One set is at the same positions as the 

38 ML case, and the other corresponds to a thickness of 39 ML. Adding another 0.5 ML to this 

film for a total coverage of 39 ML (top spectrum spectrum), the peaks corresponding to 38 ML 

are completely suppressed, and only the 39 ML peaks remain. This discrete layer behavior, 

observed over a wide range of thicknesses to over 100 ML, establishes that the film is uniform 

on an atomic scale within the region probed by photoemission (~1 mm). 

 
Fig. 7.16. Schematic diagram for photoemission from a film along the surface normal direction. 

 
Fig. 7.17. Normal-emission spectra taken from 38, 38.5, and 39 ML of Ag on Fe(100). The 38.5 

ML spectrum shows two sets of peaks, one set at the 38 ML positions, and the other at the 39 

ML positions. 

 

Such atomically uniform films had been thought to be impossible. Film growth by 

deposition is inherently a random process, which tends to yield roughness that usually scales 



 33 

with the film thickness. Creating atomically uniform films requires tailoring the growth process 

to follow a pathway that favors the formation of a uniform thickness. Determining the absolute 

thickness of a thin film can be problematic, but with uniform films, quantum-well spectroscopy 

provides a solution. Fig. 7.18 presents normal-emission spectra for Ag coverages of N = 1-15 

ML [87]. The peaks move discontinuously, and the spectrum for thickness N shows no emission 

from peaks associated with thicknesses of N±1. This discrete atomic layer resolution allows 

absolute calibration of film thickness by atomic layer counting. 

 

 
Fig. 7.18. Normal-emission spectra of Ag films on Fe(100) with thicknesses N = 1-15. The 

quantum numbers (1-4) are indicated. 

 

The energies of the quantum well states are determined by the Bohr-Sommerfeld 

quantization rule: 

2kNt + Φ = 2nπ,      (7.40) 

where k is the magnitude of the wave vector of the Bloch electron along the surface normal 

direction, t is the monolayer thickness, Φ is the sum of the phase shifts at the two film 

boundaries, and n is a quantum number. The quantum numbers n = 1-4 are labeled for the 

quantum well peaks in Fig. 7.18. Both the wave vector and the phase shift depend on energy. 

With quantum well peak positions determined for a number of diffeent film thicknesses, one 

could solve the above equation to yeild the bulk band structure E(k). This is a very accurate 

method for band structure determination [76, 87]. 
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Fig. 7.19 presents another case in which atomically uniform films have been successfully 

prepared [88, 89]. The system is Pb films grown on Si(111). Unlike the case of Ag on Fe(100) in 

which there is a very good lattice match, Pb and Si have very different lattice constants. 

Nevertheless, the films are atomically uniform as verified by the discrete peak evolution in the 

normal-emission phtoelectron spectra. The in-plane crystallographic directions of the Pb film are 

parallel to those of the Si substrate, but the lattices are otherwise incommensurate. Pb is a free-

electron-like metal. Its electronic structure can be viewed, to first order, as a jellium (or a Fermi 

sea of electrons). It costs very little energy to move the electrons around. The dangling bonds on 

the Si(111) surface can be easily terminated by the mobile electrons in the Pb jellium, and so 

epitaxial constraint is unimportant for this type of interfacial electronic bonding. As a result, the 

Pb film simply adopts its own natural lattice constant to minimize the strain energy in the film 

[90]. 

 

 
Fig. 7.19. Photoelectron intensity at normal emission as a function of film thickness and binding 

energy for Pb films prepared on a Pb terminated Si(111) surface. 

 

7.7.2. Surface Properties of Thin Films – Work Function and Chemisorption 

Per density functional theory, the ground state of a system is a unique functional of the 

electron density. Each time a subband edge crosses the Fermi level as the film thickness varies, 

the electron density function changes, and the physical properties should change correspondingly. 

Such changes generally follow a damped oscillatory behavior as a function of N with a 

functional form resembling Friedel oscillations. The system should become bulklike in the limit 

of a very large film thickness. The oscillation period can be found from Eq. (7.40). Taking the 

difference between two consecutive crossings (Δn = 1) at the Fermi level yields 

      (7.41) 
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Thus, the oscillation period is just one half of the Fermi wavelength. This is the same oscillation 

period for the giant magnetoresistance (GMR) effect in certain multilayer systems [91-93]. For 

Ag(100), the period is 5.8 ML. This is a dominant contribution to the variations in physical 

properties, but there can be others. 

A measurement of the work function of Ag/Fe(100) for N = 0-15 reveals such quantum 

oscillations, as shown in Fig. 7.20 [94]. The upper panel of the figure shows the energy positions 

of the quantum well states deduced from a fit to the experimental data. As photoemission 

measures only occupied states, the points above the Fermi level are deduced from this model fit. 

The fit is excellent for the states below the Fermi level. Crossings of the Fermi level for the 

different subbands (n = 1-4) are marked by arrows. Based on fairly general arguments, the work 

function should exhibit a dip (or cusp) at each crossing [95, 96]. This prediction corresponds 

closely to the experimentally observed work function variations. Also shown are results from 

first-principles calculations of the work function. A complication is that the Ag and Fe lattices 

are slightly mismatched. The figure shows two calculations. The one labeled “unstrained” was 

for a system in which the Fe substrate was slightly strained to conform to an unstrained Ag film. 

The results are in fairly good agreement with the experiment; specifically, the dips at the first 

two crossings are well reproduced. One possible source for the discrepancy at N = 2 and below is 

strain effects. Films this thin are likely strained to conform to the substrate lattice, while thicker 

films are strain relieved. The theoretical results labeled “strained” were for a system in which the 

Ag film was slightly strained to conform to an unstrained Fe substrate. Ignoring an overall shift, 

the point at N = 2 becomes much lower than the point at N = 3, with a difference very close to 

the experiment. Thus the good agreement between theory and experiment is extended down to N 

= 2. 
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Fig. 7.20. (a) Energies of quantum well states at normal emission as a function of N for Ag on Fe, 

deduced from a fit to the experimental quantum well peak energies below the Fermi level. The 

arrows indicate Fermi level crossings of subbands. (b) Measured and computed work functions 

as a function of N. 

 

The work function is just one of the many surface properties that are closely coupled to 

the electronic structure. By implication, chemisorption and catalytic properties of thin film 

surfaces can also exhibit quantum oscillations. These effects have been reported in the literature 

[97]. Nanoscale engineering of catalytic materials has been a topic of intense interest. Uniform 

thin films are not necessarily fit for catalytic applications, but they do provide a basis for 

understanding the general phenomenon of property modulation by varying the system 

dimensions. 

 

7.7.3. Thermal Stability and Morphological Evolution 

Thermal stability is an important practical issue for thin film applications. Since atomic 

motion associated with thermal instability is generally thermally activated with an exponential 

dependence on the energy difference between different configurations, a slight difference in 

electronic energy can have a large effect on the stability. For Ag films on Fe(100), the measured 

maximum stability temperatures for different thicknesses are presented in Fig. 7.21(a) [98]. In 

the experiment, each Ag/Fe film was ramped up in temperature until its morphology changed. 

Films with thick nesses of N = 1, 2 and 5 ML were stable to temperatures over 800 K, while 

other films for N up to 15 began to bifurcate at T ~ 400 K into adjacent-integer-monolayer 

thicknesses N ± 1. Of special interest is the case of N = 5. This thickness was so stable that the 

film survived the highest annealing temperature available during the experiment, at which the 

sample was observed to glow in the chamber. Changing the thickness by just one monolayer to N 

= 4 or 6 made the film unstable at about room temperature. The effect is very dramatic. 

Each quantum well state of Ag/Fe as seen in Fig. 7.18 corresponds to a subband which 

disperses as a function of the inplane momentum k||. From photoemission results, we can 

compute the total electronic energy A(N) of the system by summing over the occupied states. 

Cutoff at the Fermi level of subband occupancy gives rise to monolayer-by-monolayer variations 

in the total electronic energy, thus affecting the thermal stability. The quantity relevant to 

stability against N →N ± 1 bifurcation is the energy difference 

).()]1()1([
2
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This is proportional to the discrete second derivative of A(N). A large positive Δ(N) corresponds 

to a stable film thickness. Fig. 7.21(b) shows the results of a calculation based on photoemission 

measurements (not applicable for N = 1). Indeed, N = 2 and 5 should be particularly stable, in 

agreement with the experiment. A firstprinciples total-energy calculation has confirmed the 

finding [99].  

 

 
Fig. 7.21. (a) Temperature T at which a Ag film on Fe with an initial thickness of N becomes 

unstable. (b) Calculated energy difference Δ(N) against bifurcation. 

 

The free energy as a function of film thickness can be readily surveyed by measuring the 

roughness of a film that has been annealed to high temperatures, as demonstrated in a study of 

Pb films deposited on Si(111) [100, 101]. From Eq. (7.41) and taking into account the discrete 

atomic ayer structure of films, Pb films should have a quantum oscillation period of 2.2 ML, 

which implies a nearly bilayer modulation of properties. Thus, films with even N are expected to 

be markedly different from films with odd N. However, over a sufficiently wide range of N, the 

phase of the even-odd oscillations can reverse because the period is not exactly 2 ML. The result 

is a beating pattern with a period of 9 ML superimposed on the bilayer oscillations. 

Fig. 7.22 shows the annealing behavior of a Pb film on Si(111) with an initial coverage of 

11 ML. Plotted is the film thickness distribution pN expressed in terms of a percentage of the 

surface coverage deduced from synchrotron x-ray reflectivity data. At the base deposition 

temperature of 110 K, the initial film thickness distribution is narrow, but the film is not 

atomically uniform. It turns out that 11 ML is an unstable thickness (compared to the 

neighboring thicknesses 10 and 12 ML); so it is difficult to prepare an atomically uniform film at 

this particular thickness. As the sample is progressively annealed to higher temperatures as 
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indicated in the figure, the film thickness distribution goes through several stages. The first stage 

is “bifurcation,” and the result is a film largely made of the more stable thicknesses 10 and 12 

ML. The next stage is the “uniform-height-island” stage with the surface dominated by islands 

12-ML high separated by a wetting layer. This comes about because of phase separation of the 

system into a state corresponding to a local minimum in the surface energy at thickness N = 12 

and a state corresponding to the global minimum at N = 1 (wetting layer). The thickness 10 ML 

is actually more stable than 12 ML. However, the system is prevented from forming uniform 10 

ML islands because the deep minimum in the surface energy at N = 1 favors the formation of 

taller islands to increase the area covered by the wetting layer. Similar uniform-height islands 

have been observed by STM and x-ray diffraction for growth at intermediate temperatures at 

which the surface mobility is sufficiently high for self organization [102, 103]. 

 

 
Fig. 7.22. Island height distribution for a Pb film with an initial coverage of 11 ML after 

annealing to various temperatures. The final distribution shows bilayer oscillations with even-

odd crossovers at 9 layer intervals. 

 

Annealing to higher temperatures results in a broadening of the thickness distribution. At 

280 K, the residual preference for 12 ML from the uniform height phase has disappeared, and the 

film has reached local equilibrium. The resulting broad distribution is traditionally described in 

terms of a roughness. However, an inspection of the data reveals a structure within this thickness 

distribution. Superimposed on the dotted “background roughness” related to entropy effects are 
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bilayer oscillations with even-odd crossovers occur by the triangles. The relative population 

differences can be related to a Boltzmann factor. From the measurements, the surface energy for 

different film thicknesses can be extracted. The results are well described by a functional form 

based on a free electron model: 

     (7.43) 

where kF is the Fermi wave vector, t is the monolayer thickness, B is an amplitude parameter, φ 

is a phase shift that depends on the interface properties, α is a decay exponent, and C is a 

constant offset. A plot of this function with the parameters chosen for a best fit to the Pb/Si data 

is shown in Fig. 7.23 (the constant offset is ignored). 

 

 
Fig. 7.23. Surface energy for Pb films on Si(111) deduced from an x-ray analysis of film 

roughness. 

 

7.7.4. Structural Relaxation of Thin Films 

An issue of great interest for smooth films is the internal layer structure. The neighboring 

atomic layer spacings could deviate from the bulk value in response to the modified electronic 

structure near the boundaries [104, 105]. Specifically, confinement leads to Friedel-like charge 

oscillations within the film with a period of 2.2 atomic layers. This period, given by one half of 

the Fermi wavelength, is the same as that governing the film property variations as a function of 

film thickness. A model calculation for a freestanding 7-ML Pb film is shown in Fig. 7.24(a) as 

an illustration. The electronic density wave exerts a force on the atomic planes, leading to lattice 

distortions. The force can be calculated, to first order, from either the electrostatic field or the 

local charge gradient, as shown in Fig. 7.24(b). The two methods of calculation yield very 

similar answers within the film. This approximately bilayer relaxation effect is quite large for Pb 

films on Si(111), as verified by synchrotron x-ray diffraction experiments. Results from first-

principles calculations are in good accord [106]. 
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Fig. 7.24. (a) Calculated charge density of a 7-ML Pb film. (b) Force on the atomic layers 

calculated from the electrostatic field or charge gradient. The two calculations agree closely 

within the film, but differ outside. 

 

7.7.5. Electron-Phonon Coupling and Superconductivity 

Electron-phonon coupling plays a central role in many important and useful physical 

effects and phenomena, including superconductivity, charge density waves, and structural phase 

transitions [106, 107]. Angle-resolved photoemission has emerged as a powerful tool for 

measuring this quantity [108, 109]. At sufficiently high temperatures and at energies not too 

close to the Fermi level, the lifetime width ΔE of a given electronic state as measured by 

photoemission shows a linear dependence on temperature T caused by phonon scattering. The 

slope of this linear dependence is related to the electron-phonon coupling strength. The so-called 

electron-phonon mass enhancement parameter λ is determined by the following relationship: 

      (5) 

For thin films, this quantity shows oscillatory variations as a function of film thickness for the 

same reason as discussed above – a one-dimensional shell effect. 

Measurements of λ have been carried out for Ag(100) films grown on Fe(100) [110, 111]. 

The results are summarized in Fig. 7.25. The top panel shows the binding energies of the 

quantum well states of interest. The middle panel shows the corresponding λ determined from 

photoemission. The bottom panel shows the results from a simple model calculation, which 

agree well with the experiment. As expected, λ exhibits oscillatory variations as a function of N. 

Furthermore, there is a ~1/N decay pattern that overlays the oscillations, leading to an 

enhancement of λ at small N. This enhancement can be attributed to interface effects. A large λ is 

often associated with a high superconducting transition temperature within the BCS model. The 
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results suggest an interesting possibility of enhanced or novel superconducting behavior in thin 

films. Ag in the bulk form is not superconducting. For Ag on Fe, the chances of finding 

superconductivity are probably slim because Fe is ferromagnetic. Other substrates may be better 

candidates. 

 
Fig. 7.25. Top, energies of quantum well states for Ag on Fe as a function of N. Middle and 

bottom, measured and calculated electronphonon coupling parameters. 

 

While enhanced or novel superconductivity is yet to be discovered, oscillatory variations 

in the superconducting transition temperature TC has been found in Pb films deposited on 

Si(111) [112-114]. The results from an experiment are shown in Fig. 7.26 [112], where bilayer 

oscillations are evident. The samples used in this experiment were Pb films deposited on Si(111), 

then coated with a Au overlayer for protection in order to transfer the sample from the growth 

chamber through air to the low temperature transport measurement equipment. The Au overlayer 

could introduce a phase shift, affecting the oscillation pattern. 
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Fig. 7.26. Measured superconducting transition temperatures of uniform Pb films of various 

thicknesses on Si(111). 

 

 

7.7.6. Beyond the Simple Particle-in-a-Box Model: Substrate Effects 

The simplest picture for a thin film quantum well is that of a pair of parallel electron 

mirrors that reflect electrons back and forth to form standing waves in a manner similar to the 

optical modes in a Fabry-Pérot interferometer [86]. The actual electronic structure of a thin film 

can be much richer. The main differences are: (1) electrons in the substrate can couple to those in 

the film, resulting in a coupled structure that can be difficult or impractical to describe in terms 

of a single-particle phase shift analysis, as given by Eq. (7.40) [106, 115, 116]; (2) the film can 

support surface states, which interact with the rest of the system to create a complicated spectral 

weight function [117]; and (3) the corrugation potential at the film-substrate interface can lead to 

“multi-beam” mixing for incommensurate interfaces, resulting in complex electronic effects [106, 

118]. 

 

7.8. Conclusions 

 

Some phenomena in metallic films, nano- and microstructures have been considered. It 

was shown that the refractive index of metallic thin films depends on the thickness and 

fabrication method. As it was concluded the main factors contributing to the refractive index 

were grain size, impurities, surface deformation, oxidation, and free path limitations. Overall, it 

became evident that instead of using literature values, it is most advisable to measure the 

refractive indexes for home-made thin film and use those values in designing optical elements. 

Especially for metals that react easily with oxygen, such as aluminum, the oxide inside and on 

the film has a significant effect on the refractive indexes. It is probable that metallic nano- and 

microstructures are even more prone to surface deformations and oxidation due to several air–
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metal interfaces, and the refractive indexes are drifted further away from the literature values 

representing thin films or bulk materials. 

Overall, metallic nano- and microstructures possess great potential for several significant 

applications. One interesting possibility for metallic nanostructures lies in metamaterials that are 

artificial materials with optical properties different from anything in nature or capable of 

producing optical effects much stronger than natural materials. In the future, instead of today’s 

fabrication techniques for photonic structures, chemical methods, such as self-organization of 

molecules, might be used as the first-choice fabrication method to produce truly nano-sized 

structures leading to the creation of next generation materials. 

Nanoscale phenomena are of fundamental scientific interest and technological importance. 

Ultrathin films, with one nanoscale dimension that can be controlled with atomic layer precision, 

provide an excellent model platform for experimenting with size and boundary effects. The basic 

quantum physics of thin films have been illustrated. A central issue is quantum confinement, 

which leads to discretization of the electronic states. This in turn leads to a one-dimensional shell 

effect that modulates the physical properties of thin films as a function of thickness. Property 

variations in thermal stability, work function, electron-phonon coupling, superconducting 

transition temperature, etc. have been demonstrated. 

These effects also provide opportunities of novel device concepts. There is indeed a great 

potential for scientific and technological advances. 

 

 

 

 

 

 



Chapter 8. Metal oxides and ceramics 

 

8.1 Introduction 

 

 Metal oxides are an important class of materials: from both scientific and technological 

perspectives they present interesting opportunities for research. Thin films are particularly 

attractive owing to their relevance in devices and also for the ability to pursue structure–property 

relations studies using controlled microstructures. The inherent compositional complexity (due to 

the presence of ionic species) leads to rich set of properties, while in several cases, coupling of 

structural complexity with dynamic electronic properties leads to unexpected interfacial 

phenomena. Oxide semiconductors are gaining interest as new materials that may challenge the 

supremacy of silicon. A further recent area of research is in understanding interfaces in oxides 

and how they influence carrier transport. Thin film oxides are extensively used to probe strong 

electronic correlations. 

 

8.2 Routes to achieve thick films of metal oxides 

8.2.1 Vapor deposition 

 Spanning both atomic and gaseous deposition routes, vapor deposition processes rely on 

the transport of material in the vapor phase at the atomic or molecular level. This can be either a 

cloud of atoms (as in physical vapor deposition (PVD) techniques) or a precursor gas (as in 

chemical vapor deposition (CVD)). The names themselves hint at the mechanism by which films 

are formed. 

 PVD entails the creation of an atomic vapor that is transported to, and then condenses on, 

the surface of a substrate. The condensation on a bathroom mirror is a fairly good model to 

consider when trying to understand the process. In the bathroom, water is turned to steam 

through the application of energy (heat). The steam is emitted from the source (target) and is 

transported across the bathroom (chamber) until it condenses on a cold surface such as the mirror 

(substrate). The deposition process can be affected either by fixed obstacles (i.e. you keep the 

shower door closed) or by deflecting the steam (you open the window or switch on the extractor 

fan) away from the mirror. Clearly, in a PVD system, the conditions are more closely controlled, 

but the principle is broadly the same. To maximize the deposition rate you should avoid 

obstacles between the target and substrate therefore, preventing the vapor from being deflected. 

In a PVD system this means operating the deposition process under a high vacuum because even 

the molecules in the air will block the atomic vapor. Operating under a vacuum has the added 

advantage that it becomes possible to deposit reactive species, such as metals, without fear that 
 
 



they will react with the oxygen in the atmosphere. The careful control of oxygen in the chamber 

can be used to purposefully react with the metal being deposited in order to create a ceramic 

(metal oxide) film. 

 Returning briefly to the bathroom scenario, heat was used to create the water vapor. 

Similarly, heat can be used in PVD systems to vaporize the different target materials, although 

there are other energy sources that are also used – particularly with high-melting-point materials 

such as ceramics. The way in which the energy is delivered differentiates the various deposition 

techniques. 

 1. Thermal evaporation – Resistive heating of a conductive tray or holder is used to melt and 

evaporate the target material. This is most often used for low-melting-point metals such as gold. 

2. Sputtering – High-energy charged ions are bombarded onto the surface of target material, 

causing atoms from the target to be expelled; this can be described as cannon balls (charged 

ions) hitting the castle wall (target) causing bricks (atoms) to explode outward. 

3.Electron beam deposition (EBD) – An incident electron beam is used to locally heat the 

surface to a very high temperature, vaporizing the target material. 

4. Ion beam deposition (IBD) – An ion beam is used to knock surface atoms off the surface of 

the target. 

5. Pulsed laser deposition (PLD) – High-power laser light is used to vaporize the surface of the 

target. 

 A chemical vapor deposition (CVD) system is slightly more complex in that a chemical 

reaction also needs to occur. This can be between two reactive gases or between the reactant and 

the substrate. A bathroom analogy could be the reaction between the water and exposed 

ironwork resulting in the production of rust (iron oxide). As with PVD, there are many variants 

to CVD that arise depending on the heat source: 

- Atmospheric pressure chemical vapor deposition (APCVD) 

- Low-pressure chemical vapor deposition (LPCVD) 

- Metal organic chemical vapor deposition (MOCVD) 

- Plasma-assisted/enhanced chemical vapor deposition (PACVD/PECVD) 

- Laser chemical vapor deposition (LCVD) 

- Photochemical chemical vapor deposition (PCVD) 

- Chemical beam epitaxy (CBE) 

 As the deposition processes essentially rely on the small-scale transport of matter, they 

are not well suited to creating very thick films. Faster deposition rates are achieved with liquid 

deposition routes, without the need for expensive vacuum equipment. 

 
 
 



8.2.2 Liquid deposition 

 Chemical solution deposition (CSD) is an overarching term used to describe any 

technique whereby a chemical precursor solution is used to create a film. Unlike suspensions of 

material, CSD systems do not contain the actual material that is to be deposited. Instead, 

precursor chemicals are either dissolved or suspended in a solvent that, when deposited and 

heated, will result in the formation of the material of interest. 

 The simplest form of CSD is metal-organic decomposition (MOD) which, as the name 

suggests, consists of a process where metal-organic precursors decompose to produce the 

required film. These precursors (long-chain alkoxides, acetates, or salts) are dissolved in a carrier 

fluid (alcohol or water). The MOD precursor solution can then be deposited and heat-treated to 

remove the carrier and solvents. Further heat treatment (200–500 oC) will then cause the 

precursors to decompose, leading to a ceramic material that can be crystallized at even higher 

temperatures. MOD is a very simple process and well suited to simple ceramic materials. It is 

less suited to producing complex multi-ion ceramics such as lead zirconate titanate (PZT) 

because of the difficulty in controlling the decomposition of the precursors. If one precursor 

decomposes ahead of the others, the resultant ceramic film will not be homogeneous. For 

example, if the Pb, Ti, and Zr precursors for PZT all decompose at very different temperatures, 

the resultant film will consist of PbO, TiO2, and ZrO2 phases and the only way to achieve a PZT 

film would be to heat the film to high temperatures in order to encourage atomic diffusion. This 

could be acceptable for bulk systems, but for the creation of films, the application of higher 

temperatures can result in many unwanted effects. 

 Sol–gel processing is different from MOD processes in that the metal-organic precursors 

are reacted together to produce molecular clusters in which the ratio of the different metal atoms 

is fixed and homogeneously distributed throughout the system. Reactive metal-organic 

compounds such as metal acetates, propoxides, and butoxides (short-chain metal alkoxides) are 

used as starting reagents along with solvents and stabilizing compounds that extend the lifetime 

of the sol. Metal alkoxides are relatively larger molecules consisting of a metal ion surrounded 

by a number of organic alkoxide groups. During sol synthesis, the metal-organic precursors 

undergo hydrolysis and condensation reactions to build up the 3D nanoscale metal-organic 

clusters. During hydrolysis reactions, the metal alkoxides become partially hydrolyzed by 

reacting with water to replace one or more of the alkoxide side groups. Condensation reaction 

can then take place, leading to the polymerization of these partially hydrolyzed metal alkoxides 

and the release of water and alcohol. 

 The polymeric network consists of metal–oxygen–metal connections where the metal 

atoms can be any of the precursor elements. This ensures that there is atomic-level mixing. 
 
 



While a significant number of metal-oxygen–metal (M–O–M) bonds are developed, a significant 

number of the unreacted alkoxide side groups still remain. Therefore, while the stoichiometry of 

the metal-organic cluster is approaching that of the desired ceramic, it cannot be considered a 

true ceramic due to the organic residue. 

 Water plays a key role in the synthesis of sol–gel material. Under optimal conditions, the 

initial hydrolysis stage occurs in a controlled manner to allow the condensation reaction to 

proceed and the polymer networks to form. If the hydrolysis proceeds in an uncontrolled manner, 

or is allowed to proceed over an extended period of time, unstable oxide particles are produced 

which precipitate out of the solution. Sol–gel systems are therefore typically prepared under dry 

conditions (inert and/or dry atmosphere) and also exhibit a finite shelf life which can have an 

influence on repeatability if used for film production. 

 While sol–gel is very effective for simple ceramics such as ZrO2, it comes into its 

element for complex ceramics such as Pb(Zr,Ti)O3-based piezoelectric materials where the 

individual metal atoms, including the minor dopants, need to be incorporated homogenously. 

 As with MOD processing, the sol–gel system is converted to an oxide ceramic through a 

pyrolysis stage where heat is used to decompose the organic component of the sol–gel to leave 

behind only the ceramic material. Unlike the MOD system, because the sol–gel consists of 

nanoscale clusters of pre-reacted metal-organic compounds there is no danger that one species 

will decompose prior to the other. Initial heating results in the removal of the solvents to leave 

behind a gel network of the nanoscale clusters. On further heating (200–450 oC), the M–O–M 

organic networks begin to break down to produce amorphous metal oxide particles which then 

crystallize on further heating (450–600 oC). 

 Sol–gel can be used to make films up to 5 µm thick. However, because of the significant 

amount of volume reduction on removing the solvent and organic components, as well as 

densifying the gel network, the control of internal stresses poses a significant challenge. So, 

although 5-µm-thick films have been produced this required a complex and well-controlled 

processing route. The majority of sol– gel films produced are still below 1 mm in thickness. 

 CSD coatings have been deposited using a variety of techniques including spray, spin, 

and dip coating. Once the wet films have been deposited, they are dried and then pyrolyzed to 

produce a stable film. Due to the high levels of stress in the film (caused by the volume 

reduction) it is usual to use a multilayer approach to achieve the final desired film thickness. 

Each layer is typically between 50 and 150 nm in thickness and once pyrolyzed can have another 

layer deposited on top of it. If the layer is not pyrolyzed first, the second layer can redissolve 

(partially or fully) the first layer and the combined shrinkage of both films on pyrolysis can 

cause the system to crack. The final crystallization stage can be conducted at intermittent stages 
 
 



or at the end of the process. Films at the upper limit of processing will typically have been 

exposed to multiple crystallization stages as these high-temperature stages help to anneal out 

some of the stored stresses. 

 To achieve the best results, it is important to select an appropriately matched substrate. In 

the majority of cases, the amorphous ceramic film will crystallize through homogenous 

nucleation resulting in a randomly orientated polycrystalline structure (see chapter 4 to see how 

this affects the properties). However, by selecting a suitable substrate with a crystal structure 

closely matched to the final film, it is possible to select for heterogeneous nucleation on the 

substrate to lead to the formation of aligned columnar grains. This alignment results in an 

enhancement in the functional properties of many films. For PZT-type materials (111), 

orientated platinum serves as an excellent substrate for use in a variety of piezoelectric MEMS 

devices. This form of preferred orientation, generated through heterogeneous nucleation, does 

not occur in thick films due to the presence of the powder particles. 

 

8.2.3 Thick-film powder-based routes 

 Processing 

 At the heart of the thick-film deposition route is the powder. Routes by which this 

powder can be deposited. Here, we will explore the processing of the green-body films and the 

mechanisms that occur during this processing. Central to the processing of ceramic thick films is 

the need to transform the porous ceramic powder bed into a continuous high-density film in 

order to maximize the properties and increase the strength of the film. This is achieved through a 

number of processes including: causing the particles to fuse together under the action heat 

(sintering), binding the particles together using a second phase (composite), or consolidating the 

particles under the action of high-speed impact (particles joined) or bulk material (particles fully 

fused), then the energy of the system can be greatly reduced. 

 

Sintering 

 Sintering describes the process whereby solid powder particles fuse together to eliminate 

the porosity between them, thereby increasing the density of the system. The driving force for 

this densification is the reduction in energy associated with the system, which is given by the 

sum of the bulk, surface, and grain boundary energies. As surface energy (that associated with 

the free surface of a material) is typically much higher than grain boundary energy (that 

associated with the boundary between two grains), which again is higher than the bulk energy, it 

is possible to reduce the energy of the system as a whole by eliminating as much surface as 

possible. In the case of a powder compact, the total surface energy will be related to the total 
 
 



surface area of all the particles. If these surfaces can be eliminated through transforming them 

into either grain boundaries (fig.1). 

 
 

FIGURE 1 Schematic illustrating different routes for creating continuous high-density thick 

films. Films can be sintered through the action of heat, held together with the addition of a 

binder, or consolidated due to high kinetic energy impacts. 

 

Composite sol–gel 

 Composite sol–gel combines the thick-film-forming capabilities of powder-based systems 

with the low temperature processing of sol–gel. The composite sol–gel route is a combination of 

powder-based processing and CSD. It combines the advantages of thick-film processing offered 

by the presence of the powder with the advantages of low-temperature processing offered by 

CSD. By mixing the sol–gel precursor and the powder together to create an ink (known as a 

composite ink), it is possible to create a system where the sol serves a dual purpose of carrier and 

binder (Figure 2). In this way, the composite sol–gel approach combines the infiltration and 

power processing stages into a single stage to enhance sintering. In addition, it then becomes 

possible to compositionally match the binder to the powder so that there is significantly less 

inactive material present in the final system Alternatively, the powder and sol-derived material 

can be different, allowing unique properties to be obtained from these composite systems. This 

approach opens up the possibility to create multifunctional systems. 

 As the composite sol–gel system is essentially a mixture of sol and powder, it is possible 

to produce inks with very different fluidic properties by altering either the sol concentration or 

the ratio of sol to powder. This allows a wide range of inks, with very different rheological 

 
 



properties, to be produced. In turn, this means that the composite sol–gel approach can be 

applied to a variety of different deposition techniques. 

 
FIGURE 2 Schematic of composite sol–gel systems. During deposition the sol acts as a carrier 

fluid and, after processing, the sol–gel-derived ceramic binds the ceramic particles together and 

to the substrate. 

 

 Irrespective of the route used to deposit the film, the underlying process of working with 

a composite sol–gel system remains the same and can be broken down into a number of key 

processing stages that need to be considered when creating thick films. Central to successful 

processing is the control of the reduction in volume as volatile components are driven off. The 

sol–gel phase is composed of the metal-organic precursors along with the solvent and stabilizing 

agents. At the end of the process, all that will remain will be the ceramic phase that is derived 

from the metal-organic precursor. This means that a significant amount of material needs to be 

removed during processing which, in turn, means that the system will experience a significant 

volume reduction. This volume reduction needs to be carefully controlled in order to minimize 

the stresses within the system. The reduction in volume occurs in each of the processing stages 

but is most significant during drying and pyrolysis. 

 

Drying 

 During the drying stage, the low-boiling-point carrier materials and stabilizing species are 

removed. Within this stage, the ink remains fluid for a significant period of time, allowing 

reorganization of the solid matter with the ink. If the drying stage is conducted too quickly, then 

the solid phase may become ‘locked’ into position early on in the process, resulting in a 

significant amount of residual porosity and possibly high levels of stress (fig.3). 

 
 



 
FIGURE 3 

Scanning electron micrograph illustrating drying-induced cracking in a thick film. 

 

Pyrolysis 

 Pyrolysis typically occurs in the temperature range of 250–550 oC where further volume 

reduction occurs as the organic component of the sol is removed. Once the lowvolatile 

compounds have been removed from the system during drying, the material that remains is 

composed of solid material (i.e. powder) and metal-organic precursor compounds. These 

precursor compounds are composed of metal ions bonded in an organic network consisting of C, 

H, and O atoms.When heated above a critical temperature, these precursor compounds 

decompose to yield volatile compounds such as H2O and CO2 and an amorphous metal oxide 

material. The removal of these volatile compounds results in a further significant loss in mass, 

which needs to be carefully controlled. This is particularly demanding as the ability of particles 

to rearrange and relive stress is greatly diminished in relation to the drying stage. Rapid changes 

in strength and increases in stress can also lead to cracking. 

 

Crystallization 

 The final stage in the process is the conversion of the amorphous metal oxide material 

into a crystalline metal oxide material. It is this crystallization stage that develops the desirable 

functional properties in the material. While this stage does not exhibit the massive loss of mass 

of the previous stages, there can still be a slight volume change brought about by the reordering 

of the atoms on crystallization. 

 
 



 Whether a volume increase or decrease occurs will depend on the relative density of the 

crystalline phase with respect to the amorphous phase. 

 Unlike conventionally produced ceramic thick films, the powder sol–gel films are 

composed of two ceramic phases, which means that it is possible to create a range of 

microstructures depending on the ratio of sol to powder in the starting ink. The microstructure 

and properties of the film depend on the ratios used  as well as the thickness of the film. 

 At one extreme is the pure sol system which will yield very thin films and, if processed 

correctly, a high-density film. The addition of small amounts of powder to the sol causes the 

viscosity of the fluid to increase resulting in a thicker deposit. The resultant microstructure will 

then consist of a ‘sea’ of sol–gel-derived material with isolated powder particles embedded in it 

– similar to individual grapes encased in jelly (Figure 4). Depending on the concentration of 

 

 
 

FIGURE 4 Grape/jelly analogies of composite sol–gel processing. Particles (grapes) are held 

together by thin coating of sol–gel material (or jelly); well-packed particles are encased in sol–

gel-derived phase or; isolated particles are suspended in a sea of sol–gel-derived material. 

 

the sol and powder loading, you may end up with a flat film or one where the profiles of 

individual powder particles are visible on the surface. This second case occurs when there is 

insufficient solid material derived from the sol (usually caused by a low concentration sol) to fill 

the gaps between the particles while at the same time the initial powder loading was too low to 

form a continuous coverage of the substrate. The first case is favored with higher sol 

concentrations and low powder loadings. 

 As the quantity of powder is increased, the viscosity of the fluid increases still further and 

thicker films are produced. In addition, because of the higher powder loading, the particles cease 
 
 



to remain isolated in the final film. Initially, a loose network of particles will be formed, but as 

more powder is added to the system this will tend toward a conventional packed powder bed, 

much like the jelly part in a fruit trifle (Figure 4). This can be considered the tipping point – 

where the volume of solid derived from the sol fills the pores between the particles. Adding more 

powder beyond this stage will result in an open porous structure being produced; one where the 

individual powder particles are still held together by the sol but where there are voids between 

the particles (Figure 4). 

 In the case of powder-rich systems, with pores between the particles, subsequent sintering 

stages may be employed to increase the density of the film if required. This produces films with 

a microstructure where high density is achieved with less sol–gel-derived material. Such 

approaches may be appropriate where the properties of the powder are more important than, or 

superior to, those of the sol–gel-derived material. 

 

8.2.4 Powder manufacturing routes 

 There are many producers of ceramic powders; so, often, the easiest route to thick-film 

fabrication is simply to obtain your powder from such a supplier. There will be times when this 

is not suitable: the 

 

 
FIGURE 5 

Electron micrographs showing the comparison of powder prepared by spray dried (a), molten 

salt (b), and mixed oxide (c) methods. 

 

powder may not be available, it may not be of the right purity or size, or you may simply wish 

to control the production yourself. In these instances, it will be necessary to make your own 

powder. The following information provides an overview of different routes for making ceramic 

powders (Figure 5). 

 

 

 
 
 



Solid state 

 The most common way to manufacture powders is through the solid-state route, 

sometimes called mixed oxide route, where the starting reagents (usually oxide materials, but 

carbides can be also used) are mixed together to ensure a homogeneous distribution of 

components. This mixing can be done either dry or wet, provided the starting reagents do not 

react with the liquid used. The powder mix is then heated to relatively high temperatures (ca 

600–1000 oC) to cause decomposition and/or atomic diffusion while at the same time 

minimizing coarsening or sintering. 

 Nonoxide precursors (such as carbides) decompose to produce the oxide and carbon 

dioxide. For complex mixed oxide ceramics, it is the atomic interdiffusion between the different 

reagents that is critical for the formation of the desired powder. This reliance on atomic diffusion 

explains the need for high temperatures to be used and also explains why small particle sizes are 

critical. At the appropriate processing temperature, atomic interdiffusion will occur between the 

different materials, first resulting in the creation of core–shell structures (Figure 6) and finally 

the desired product. In cases where atomic diffusion of all species is approximately equal, the 

different species will diffuse equally so that all particles gradually develop into the desired 

phase. In other cases, there will be species that do not diffuse readily (e.g. in TiO2) and the 

desired product will only form as the other species diffuse into the stable material. 

 

Molten salt 

 Similar to the mixed oxide route, molten salt synthesis is also a diffusion-based process. 

Unlike the mixed oxide route, molten salt synthesis relies on a liquid-phase diffusion mechanism 

which has the potential of enabling lower temperature synthesis compared to the mixed oxide 

route. The starting reagents, along with a low-melting-point salt, are mixed to produce a 

homogeneous distribution of reagents. On heating, the salt (or mix of salts) melts and suspends 

the starting reagents 

 Two mechanisms have been identified that can occur depending on the solubility of the 

different reagents. In one case, all reagents are soluble in the molten salt, while, in the other, only 

some of the reagents are soluble (Figure 7). 

 

 
 



 
 

FIGURE 6 Illustration of the evolution of powder during solid-state synthesis, where a) both 

starting reagents have equal diffusivity or b) the diffusivity of the white reagent is negligible. 

 

 When all reagents are soluble, they all dissolve completely in the molten salt where they 

react with each other to produce an insoluble product (ideally the desired ceramic). For instance, 

PbO and ZrO2 are both soluble in a NaCl/KCl mix and react to produce PbZrO3. On cooling, the 

salt solidifies and encases the product. Subsequent washing can then be used to dissolve the salt 

and reveal the final product. 

 The second mechanism occurs when not all the species are soluble in the salt. Where one 

of the species is not soluble, the other reagents dissolve in the salt and react with the surface of 

the undissolved species. At this stage, the soluble species diffuse (by solid-state diffusion) into 

the undissolved material, creating a core–shell structure in the initial stages. As time progresses, 

the core is eliminated through continued diffusion. Due to the reliance on solid-state diffusion, 

this second mechanism may take longer to reach completion compared to the first case where all 

species are soluble. The production of PbTiO3 from PbO and TiO2 is an example of this second 

type of reaction where the TiO2 does not dissolve in the molten salt. When more than one species 

is not soluble in the molten salt, the reaction cannot proceed to completion without large-scale 

solid-state diffusion. In this case, it may not be possible/practical to use molten salt synthesis. 

 

 
 



 
 

 

FIGURE 7 Diagram showing the evolution of ceramic material during molten salt synthesis, 

where a) both starting reagents dissolve in salt solution where they react and nucleate the desired 

ceramic particles which continue to grow or b) one reagent does not dissolve – the formation of 

desired powder proceeds through diffusion of the dissolved species into undissolved particles. 

 

8.3 Application of metax oxides for MEMS 

 

8.3.1 Piezoelectric devices 

 When considering functional ceramics, piezoelectric materials are probably used in the 

most diverserange of devices. Piezoelectric materials are those that change shape when an 

electrical signal isapplied to them and produce an electrical signal when subjected to a 

mechanical force. The operationof piezoelectric devices can be considered in light of the three 

main operation modes of piezoelectric materials: thickness (d33), lateral (d31), and shear (d51). 

The rest, as they say, is packaging. Consider a piezoelectric material with a net polarization in 

the 3 direction (Figure 8). With electrodes applied to the two faces perpendicular to the 

polarization direction, both thickness and lateral modes can be operated. When an electric field is 

applied to the electrodes, the sample will either increase or decrease in thickness depending on 

the sign of the field applied; this is the thickness mode. 

 At the same time, the sample will also increase or decrease in width (and depth); the 

lateral mode of operation. The shear mode is activated by applying the electrodes to the sides of 

the sample. When activated, the piezoelectric material undergoes a shearing motion around the 2 

 
 



direction. When the piezoelectric material is used in the form of a film, the d33 and d31 modes 

are predominantly used due to the ease of arranging the electrodes and poling the material. 

Compared to the bulk system, the way in which piezoelectric films are used is very different due 

to the very nature of a film – thinness and the presence of the substrate. The thinness of the film 

means that any movement in the through-thickness direction or through-shear deflection is very 

small (Figure 8). Furthermore, the presence of the substrate introduces a bending motion in the 

system, which provides a new mode ofactuation not available to bulk materials, as well as 

reducing the degree of piezoelectric activity due toclamping. 

 
FIGURE 8 

 Piezoelectric operating modes d33 (thickness), d31 (lateral), and d15 (shear). Comparison 

between top and bottom rows shows that only the d31 mode exhibits the same degree of 

deflection as the thickness of the material is reduced. 

 

8.3.2 Actuators, speakers, and pumps 

 The application of an electric field causes the piezoelectric material to deform and act 

upon the environment. All devices in this section rely on the production of the greatest deflection 

for maximum effect: 

-Actuator – large movement equates to a large range of motion 

-Speaker – large movement results in a large pressure wave that equates to a loud sound-Pump – 

large movement gives greater volume of fluid pumped 

 To achieve large ranges of motion cantilever, bridge or diaphragm structures are required 

(Figure 9)  because of the small displacements achievable with shear and thickness mode 

excitation. 

 
 



 
 

FIGURE 9 Schematics showing a) cantilever, b) bridge, and c) diaphragm structures used in 

micro-actuators, speakers, and pumps. 

 

8.3.3 Sound and acoustic emission sensors 

 Sound is a pressure wave that is detected by the ear when the pressure wave caused the 

hairs in the cochlea to vibrate and nerve signals to be generated. In an analogous way, sound 

waves can also cause a piezoelectric material to vibrate resulting in the generation of an 

electrical signal. Both bending-mode and thickness-mode devices can be used to detect the 

sound. The choice of which one to use depends on the application. The ability of the 

piezoelectric material to detect the sound depends on the transmission of that sound energy from 

the medium (i.e. air, water, or solid) to the sensors. This degree of transmission, in turn, depends 

on the acoustic matching, or coupling, of the medium and device. If the acoustic impedances of 

the medium and the device are not similar, a significant amount of energy will not be transmitted 

from one to the other and the sensor will lack sensitivity. 

 In thickness mode, the impedance of the device is dominated by the acoustic impedance 

of the piezoelectric materials (Z0 = 30–35 MPa s/m). When compared to the acoustic impedance 

of air (Z0 =4.28 Pa s/m), it is clear that a thickness-mode device would be very insensitive in an 

air environment. For water (Z0 = 1.5 MPa s/m), the matching is better, and better still for steel 

(Z0 = 28.5 MPa s/m). Thickness-mode devices are therefore very well suited for sensing sound in 

metal (and water to lesser extent), i.e. for detecting cracking in metal structures via acoustic 

emission sensing. 

 
 



 In bending mode, the impedance of the device is dominated by the elastic stiffness of the 

materials used and the dimensions (thickness and diameter) of the diaphragm. Large, thin 

diaphragms made with low-stiffness materials will exhibit a low acoustic impedance. In practice, 

the choice of materials is limited, so the stiffness range is relatively small. Hence, acoustic 

impedance is mainly controlled by adjusting the dimensions of the diaphragm. Bending-mode 

diaphragm structures can be engineered to have a range of acoustic impedances but are best 

suited for air applications and occasionally, water applications. 

 Complicating the matter further, for both thickness- and bending-mode devices, the 

sensitivity of microphones increases significantly at the resonant frequency of the device. The 

resonant frequency of the device is also dictated by the material properties and dimensions of the 

device. This can create a conflict between the desired resonant frequency and acoustic 

impedance, which greatly restricts the design of the device. If a broad frequency range of sound 

is to be detected, nonresonant devices are favored as each sound frequency will receive 

approximately equal weighting in the resultant signal. 

 

8.3.4 Ultrasound transducers 

 Transducers combine both the actuation and sensing aspects of the piezoelectric device in 

one. As such, they can act upon their surrounds and also sense the response from the 

environment. Sonar is one example where bulk piezoelectric materials are used. On the smaller 

scale, the same technology is used to create ultrasound devices. Ultrasound is sound with a 

frequency greater that 20 kHz (above the range of human hearing). 

 In ultrasound applications, the transducers first act as a transmitter sending an ultrasound 

signal outward. When the sound wave encounters an object with a different density (e.g. bone), a 

proportion of sound will be reflected backward toward the transducer (Equation ) as with an 

echo. When the reflected sound wave reaches the transducer, an electrical signal is generated. By 

measuring the time difference between transmission and reception of the signal, it is possible to 

calculate the distance of the object from the transducer. Scanning the ultrasound beam physically 

or electronically allows a 2D or 3D map of the environment to be constructed: 

 
where Z1 and Z2 are the acoustic impedances (density of medium/speed of sound in medium) of 

medium 1 and 2, respectively, and RA is the reflection coefficient describing the fraction of 

acoustic energy reflected off the second object. 

 Macroscale ultrasound transducers are made using bulk ceramic material a few 

millimeters thick. These typically work in the 1–3-MHz range and are used for deep penetrative 
 
 



scans such as abdominal investigation (e.g. pregnancy) in medicine. The operating frequency of 

the transducer is dictated by the resonant frequency of the device (for maximum power and 

sensitivity). To operate at higher frequencies in order to achieve higher-resolution images, the 

device must be reduced in size. To achieve resonance at tens or hundreds of MHz requires 

piezoelectric elements a few tens of micrometers thick – the realm of thick films (Figure 10). 

Alternatively, bending-mode transducers can be created using thick films that resonate at a few 

MHz as withconventional bulk transducers. The advantages of using resonating bending-mode 

structures include better acoustic matching and the potential to make transducer arrays, which 

allow the acoustic beam to be scanned electronically instead of mechanically, thereby increasing 

reliability and accuracy. Bending-mode transducers offer better sensitivity at the expense of 

lower transmission power. 

 
 

FIGURE 10 Bending-mode (a) and thickness-mode (b) ultrasound transducers. Thickness-mode 

transducers are more suited to operating in high acoustic impedance environments, while 

bending-mode transducers are more suited to low acoustic impedance environments. Note that 

despite the two devices having the same dimensions it is unlikely that the resonant (operating) 

frequency will be the same. 

 
 

 
 



8.3.5Acceleration sensors 
 In addition to responding to pressure waves, piezoelectric materials will also produce an 

electrical response when deformed as a result of the application of a mechanical force. By 

connecting a piezoelectric element to a body and a large mass (proof mass), this effect can be 

used to create sensors capable of detecting acceleration (Figure 11). Under the action of 

acceleration, the body will move while inertia will tend to keep the proof mass stationary, 

creating a differential movement between the body and the proof mass. 

 The force experienced by a body is equal to the sum of its mass and the acceleration 

experienced. As the response of a piezoelectric film is proportional to the force applied, the 

response of the piezoelectric device can be used to determine the magnitude of the acceleration. 

In addition, through the appropriate design of device (i.e. restricting motion to one direction 

only), it is also possible to determine the direction of acceleration. These are the foundations of 

inertial positioning devices that can monitor the movement and position of different objects or 

people. In the majority of applications, thickness- and shear-mode thick-film accelerators lack 

the required sensitivity, thus favoring bending mode devices. 

 
FIGURE 11 Schematic of bending-mode piezoelectric accelerometer. Acceleration and 

deceleration will cause the accelerometer to deform in different directions giving rise to a 

different signal. Greater acceleration/deceleration will result in greater deflection and a larger 

signal. Steady-state driving will not give rise to a signal 

 

8.3.6 Pressure and chemical sensors 

 One of the features of resonating structures is that their behavior is governed by the 

material properties of the different parts of the device as well as the environmental conditions in 

which the device operates; change either of these and the response of the device will also change. 

 
 



For example, a simple cantilever will have a characteristic resonant frequency which will change 

if its environment (e.g. viscosity or density) is altered. However, changes in fluid characteristics 

of air at different pressures are relatively small and result in very small changes in resonant 

frequency. If, instead of using a cantilever, a sealed diaphragm is used, changes in the pressure 

on one side of the diaphragm relative to the other side will stiffen the structure and result in a 

larger shift in resonant frequency. If the characteristics of the diaphragm device are known, then 

a given change in resonant frequency can be converted to a pressure reading (Figure 12). 

 The resonant frequency will also change if the mass of the system increases (more mass, 

lower resonant frequency) or if the stiffness of the system changes (decreased stiffness, lower 

resonant frequency). Therefore, when an adsorbent layer is incorporated into the structure, the 

resonant frequency will change when material is adsorbed. By using a selective adsorbent layer, 

the device will only respond when subjected to specific species, thus allowing specific stimuli to 

be detected. Many types of resonating structure can be used for these applications with higher 

resonating frequencies giving greater sensitivity. In addition, for thick-film systems, any 

adsorbed material will give rise to a greater relative mass change than in a bulk material system. 

Hence, film-based resonating structures, operating at high frequencies, offer the potential for 

high-sensitivity chemical and gas sensors. 

 
FIGURE 12 Schematic of resonating chemical (a) and pressure (b) sensor structures and an 

idealized resonance response. Increased mass due to an adsorbed chemical species will decrease 

the resonant frequency of the structure (a) while increased gas pressure in the chamber will 

increase the resonant frequency (b). 

 

 
 
 



8.3.7 Transformers 

 Related to transducers, transformers also combine both actuation and sensing 

components; however, instead of stimulating the environment and sensing a response, the 

actuator part of the transformer directly stimulates the sensor part in order to transmit energy 

across the two parts of the device. The voltage generated by a sensor is related to its structure 

(i.e. electrode spacing and configuration) and the amplitude of the mechanical signal. Likewise, 

the amplitude of the mechanical vibrations created will depend on the device design as well as 

the input signal amplitude. Therefore, voltage transformation can be accomplished by simply 

having appropriate structures within the transmission and reception parts of the device. The 

configuration of the two parts dictates whether voltage is increased or decreased through this 

action (Figure 13). 

 
FIGURE 13 Scanning electron micrograph and related schematic of a thick-film electrical 

transformer. The diaphragm to deformed by applying a voltage to the input electrodes. This 

caused piezoelectric material at the center of thediaphragm to be also strained which results in a 

(different) voltage being generated at the output electrodes 

 

8.3.8 Energy transmitters 

 When energy or signals need to be transmitted through a solid obstacle, the most common 

solution is to drill a hole and pass a wire through the hole before sealing the gap. This is not 

always practical, for example, in pressure vessels, containment chambers, or water or airtight 

compartments on sea vessels and aircraft. In such situations, a matching pair of transducers 

either side of the bulkhead can be used to transmit and receive signals and energy in the form of 

sound waves. This is similar to the transformer, but now the focus is on ensuring maximum 

energy transmission, with minimum dispersion/loss. 

 
 



 Voltage transformation is possible in such systems, but the most effective transmission of 

energy will be achieved when both transmitter and receiver are tuned to the same resonant 

frequency. Incorporating a voltage transformer component would affect this matching and 

reduce efficiency of transmission. Essentially, the system consists of a focused ultrasound 

transmitter matched to a corresponding receiver that reconverts the sound energy into electrical 

energy. 

 

8.3.9 Energy harvesters 

 The principle behind the operation of piezoelectric energy harvesters is the conversion of 

mechanical oscillation into electrical energy. The majority of available ‘waste’ energy is low 

frequency and to achieve the best energy conversion, the harvester should operate at resonance. 

This can be achieved either by designing bending-mode harvesters that are sufficiently large that 

their resonant frequency is within the appropriate range or by using a mechanical frequency 

transformer to increase the frequency of the available oscillation, much in the same way that a 

guitarist converts their slowly oscillating hand into a high-speed oscillating string by plucking 

the string with a plectrum. 

 The maximum conversion efficiency occurs when the piezoelectric device operates at 

resonance; however, the available ‘waste’ vibration energy is not always available at a 

convenient single frequency. The two approaches adopted to maximize the amount of energy 

harvested using thick-film devices are: to use an array of harvesters each tuned to different 

resonant frequencies or, to make a single harvester that has a broad range over which it resonates 

(broadband resonator). The second approach entails creating devices with different cross-

sectional profiles and thicknesses. While this creates a broadband device, for any given 

frequency, the amount of energy harvested is less than it would be for a single narrow-band 

harvester. The effectiveness of the device, therefore, depends on the characteristics of the 

individual environments in which it is used. It is for this reason that the majority of piezoelectric 

harvesters are designed specifically for individual applications. The size of the harvester directly 

influences the amount of energy that can be harvested. For thick-film devices, typical energy 

harvesting levels are in the mW range. 

  

8.3.10 Pyroelectric devices 

 Related to piezoelectric devices are pyroelectric devices, which share a common family 

of materials. This is because the piezoelectric materials used in thick-film devices are actually 

ferroelectric materials. In addition to being piezoelectric, these ferroelectric materials are 

pyroelectric. Pyroelectric materials generate an electrical signal when subjected to changes in 
 
 



temperature. 

Pyroelectric sensors 

 Responding to changes in temperature, pyroelectric materials are used in a range of 

thermal-sensing devices including intruder alarms, infrared thermal imagers, and gas sensors. 

The advantage of using films for these applications stems from their low mass, which means that 

they are more responsive to temperature fluctuations. In addition, the use of films – and, in 

particular, structured films – means that imaging or diagnostic systems can be created. Just like a 

digital camera consists of an array of lightsensitive elements, so does a thermal imaging camera. 

Unlike piezoelectric systems, pyroelectric materials are operated using just one mode; the same 

as that used for piezoelectric thickness mode with the electrodes perpendicular to the poling 

direction. 

Pyroelectric energy harvester 

 While the pyroelectric effect can be used to harvest energy from temperature fluctuations, 

such fluctuations are not of significant magnitude or frequency to enable significant levels of 

energy to be captured (pW). Higher levels of energy can be captured by making use of the 

bending motion induced by thermal expansion mismatches between the pyroelectric material and 

the substrate. While driven by a changing temperature, power is generated via the piezoelectric 

effect. 

 

8.3.11 Other functional devices 

 There are a host of other functional ceramics that can be incorporated into microsystems 

in a similar way to piezoelectric materials. The structures adopted are often based on the same 

basic structure with electrical connections to the functional ceramic, in order to transmit the 

resultant signal or power, which is placed on a supporting substrate. 

Solid oxide fuel cells 

 Solid oxide fuel cells (SOFCs) are complex multilayer systems where all layers may be 

ceramic thick films (Figure 1.14). Each of the layers serves a different purpose and requires very 

different structures. A basic SOFC structure consists of an electrolyte sandwiched between two 

electrodes, one of which may be the supporting substrate. Fuel enters on one side of the 

electrolyte (anode) and air on the other (cathode). The oxygen becomes ionized at the 

cathode/electrolyte interface and oxygen ions diffuse through the electrolyte to combine with the 

fuel at the anode/electrolyte interface. Electrons flow around the external electrical circuit from 

the anode to the cathode. 

 

 
 



 
FIGURE 14 Schematic of solid oxide fuel cell structure showing the porous anode and cathode 

and the high-density electrolyte. The insert shows the transport of oxygen ions through the 

electrolyte, after which they can combine with hydrogen atoms to produce water vapor. Intimate 

contact is required between the electrodes, electrolyte, and gas phases for power generation. 

 

 The electrolyte is an ionic conductor (e.g. oxygen ions) that needs to be gas tight to 

prevent the fuel and oxygen from mixing. To maximize the current generated, it should have a 

large area and small thickness, besides possessing a high ionic conductivity. It should also have a 

high electrical resistance to prevent backward current leakage. Yttrium-stabilized zirconia (YSZ) 

is frequently used for such applications. 

 In contrast to the electrolyte, both the anode (fuel side) and the cathode (oxygen side) 

need to be porous to provide a high amount of surface area for the fuel and air to interact with. In 

addition to having a high specific surface area, the electrodes should provide a large number of 

triple points where the gas phase, electrode, and electrolyte materials are in close proximity with 

each other to facilitate interaction between the gases, ions, and electrons. Both electrodes should 

have a high electronic conductivity to minimize ohmic losses. The anode needs to be stable 

under reducing conditions, while the cathode needs to be stable under oxidizing condition. A 

Ni/YSZ composite is frequently used for the anode, while La0.8Sr0.2MnO3 is used as the 

cathode. To increase the ionic conductivity in the YSZ, the SOFCs are operated at elevated 

temperatures (500–800 oC), which places additional demands on the materials and structure as 

they must remain stable for prolonged periods of operation. 

 

 
 



Electrochemical gas senor 

 Consisting of a high-density thick film of ionic conducting ceramic material (e.g. YSZ) 

with a porous platinum electrode either side, a potentiostatic gas sensor works by generating a 

potential difference across a ceramic film because of the difference in partial pressure of oxygen 

in the combustion gas zone and atmosphere (Equation ). The ceramic film needs to be gas tight 

with both sides exposed to the gaseous environments: 

 
where F is the Faraday constant (9.648x 104 C/mol), z is the electron charge of the system (4 for 

two O2- ions), and p(O2) is the oxygen partial pressure (A and B representing the environment 

either side of the ion conducting film). 

 

Resistive gas senor 

 Ceramic thick films are also used to detect gases via changes in electrical resistance. 

Here, the thick film is porous to allow the gases to permeate the structure and interact with the 

maximum amount of surface. Unlike the potentiometer sensor, which detects a potential 

difference across the ceramic, resistive gas sensors detect a change in resistance of the film. Due 

to the low conductivity at room temperature, such sensors are often combined with micro-

resistance heaters. Under normal operating conditions, oxygen is adsorbed onto the surface of the 

ceramic materials (e.g. SnO2, WO3, and ZnO), creating negative ions with the effect that 

electrons are removed from the conduction band of the ceramic near to the surface of the 

particles. This results in an increase in the electrical resistance of the film as conduction is 

predominantly governed by surface/grain boundary effects. When a combustible gas is 

introduced, it also adsorbs on to the surface of the ceramic and reacts with the oxygen ions. In 

the process, electrons are released back into the conduction band, resulting in an increase in the 

electrical conductivity (Figure 15). 

 
 



 
FIGURE15 

Schematic of SnO2 resistive gas sensor. In air, oxygen adsorbs onto surface forming O2– ions, 

depleting the surface zone of conduction band electrons. When a combustible gas is introduced, 

it reacts with the oxygen ions, allowing the surface zone to become more conductive 

 

Thermoelectric generator 

 The majority of commercially available thermoelectric generators are based on metal 

alloy systems (e.g. Bi2Te3). However, there are a number of ceramic materials that also exhibit 

thermoelectric characteristics (e.g. Ca3Co4O9) and offer potential for high-temperature 

thermoelectric generation where the metallic materials cease to function. 

 The basic structure adopted is the same in both cases and consists of pillars of p- and n-

type semiconducting ceramics positioned alternately and connected in series electrically (Figure 

16). In a thick-film device, the ceramics can be printed on an electrically insulating substrate and 

then capped with a second electrically insulating coating to prevent electrical short circuits or 

leakage. A temperature gradient is established between the top face and the bottom face resulting 

in the generation of electrical current. 

 

Micro hotplate 

 Electrically conducting ceramics can be used as high-temperature heating elements. If 

they are nonoxides, such as titanium nitride (TiN), they may need to be sufficiently protected 

from the atmosphere to prevent oxidation. In such cases, a multilayer structure consisting of the 

TiN sandwiched between two gas tight layers (e.g. alumina) provides the basis for such a design. 

 

 
 



 
FIGURE 16 Schematic of thermoelectric device. Thick-film semiconducting ceramic structures 

are connected in series to generate electric current from a temperature difference. 

 
 

FIGURE 17 Schematic of micro-hotplate based on conductive ceramic. If the conductive 

ceramic is a nonoxide material, anadditional protective layer can be applied on top of the heating 

elements. 

 

 By thinning the underlying substrate (or removing it completely) and isolating the heating 

zone from the surrounding material, the responsivity and stability of the device can be improved 

as there is less mass for the heating element to heat and thermal losses due to conduction to the 

substrate are reduced considerably (Figure 17). Micro-hotplates find applications in a range of 

devices where localized heating is required. They are frequently found in gas sensors, where they 

 
 



are used to heat the ceramic gas sensor either to increase conductivity or to drive off adsorbed 

species to refresh the sensor, requiring the integration of two separate devices. 

 

8.4 Functional metal oxides for adaptive electronics 

 We survey functional oxide materials that may have application in adaptive electronic 

devices. A list of oxides that will be discussed subsequently is given in Fig. 18 with 

corresponding crystal structures and band gaps. 

 
Fig. 18 List of oxides discussed in this review organized by crystal structure and experimentally 

reported band gaps 

 

 An essential requirement of an adaptive electronic component is a multiply-valued 

internal state that can be tuned in a non-volatile or quasi-stable manner. The particular internal 

state can be resistivity, permittivity, polarization, magnetization, 

optical transmission, or other properties (see Fig. 19). 

 

 
 



 
Figure 19 Diagram of adaptive oxide devices 

  

 Moreover, the perturbation which alters the internal state can be electric, magnetic, 

thermal, optical, or another external source. The degree to which a device can be considered 

multiply-valued or non-volatile is not well defined. In principle, it may be possible to modify the 

internal state of a device with infinite precision between two extremes, but if the intermediate 

states are not distinguishable within the capabilities of the peripheral circuitry, then they have 

little utility. In this regard, maximization of the range between internal state extrema will likely, 

although not necessarily, lead to greater distinguishability between intermediate states. If, in the 

absence of stimulus, the intermediate states fluctuate or degrade significantly over time, then the 

states may no longer be distinguishable and the device cannot be considered non-volatile. 

 The time scale over which the internal states of the device remain stable and 

distinguishable is referred to as the retentiontime, which is generally a function of temperature. 

A related metric is the endurance or fatigue factor, which is a measure of how many times the 

internal state can be modified before distinguishability is lost. Maximizing both endurance and 

retention time are key to device performance. There are several device properties that are not 

essential for adaptive electronics, but merit consideration for practical realization. For example, 

the implementation of twoterminal device architectures, as opposed to three-terminal 

architectures, is more suitable for various applications, such as synaptic connections in hardware 

neural networks and high-density crossbar arrays. Although there are applications of three-

 
 



terminal adaptive electronic devices, the bulk of this review will focus on oxides implemented in 

two terminal structures. Other device parameters that are important are density, operating 

temperature range, switching speed, and CMOS processing compatibility. Additionally, there are 

properties that will become increasingly significant as the field matures, such as the ability to 

intuitively implement learning algorithms in hardware neural networks. Fig.20 shows the 

example of application of metal oxide natrix for one electron device. 

 

 
Fig.20 Quantim dots as artificial single electron device 

 

 

 

 
 



Chapter 9      Polymeric Materials for Micromachining 
 

 9.1 INTRODUCTION 

 

 The word polymer originates in the Greek language. It is composed of two words, 

namely, poly=many and meros=part. Each individual part of this multitude is referred to as a 

monomer. A monomer is a compound composed of atoms or molecules capable of forming one 

or more characteristic and for each compound an unchangeable unit. Linking the monomers 

chemically produces a uniformly built polymer, which is also called a macromolecule. These 

compounds can be either manufactured synthetically or obtained or transformed from natural 

products. 

 With the development of synthetic polymers materials they are serving as conductors, 

insulators, semiconductors, protective layers, materials for MEMS etc.,  at extremely low and 

high temperatures, at a wide range of frequencies, in adverse environments. There are special 

polymers or their compounds that exhibit other specialized properties (Table 9.1). 

 

9.2 TYPES OF POLYMERS FOR MICRO AND NANOELECTRONICS  

  

 Essentially, polymers are organic materials, prepared by processes in which simple 

organic molecules (monomers) are used as building blocks to produce large molecules (polymers 

or macromolecules). The number of monomer repeat units in a macromolecule is so large that 

the characteristics of a polymer are not significantly modified when removing or adding a single 

monomer repeat unit. Commercially available polymers are comprised of 1000 monomer repeat 

units that result in molecular weights ranging from 104 to 107. The number of monomeric units 

determines the degree of polymerization usually denoted by the symbol N. The structure of most 

macromolecules consists most frequently of one or two types of monomer repeat units, defined 

as either homopolymer or copolymer, respectively. Figure 9.1 shows an example of a monomer 

(ethylene) and polymer (polyethylene). 

 
 

FIGURE 9.1 (a) Ethylene (monomer) and (b) polyethylene (polymer); simplified formulas. 



TABLE 9.1 Milestones in the Development of Synthetic Polymers for Electrical and Electronic 
Applications 
 

 

 
  

 Substitution of individual atoms by different substituents can occur on the backbone of a 

linear macromolecule, which has a more or less regular structure. Such substituents are 

commonly composed of atoms or atomic groups, which are chemically different from the 

monomer. An example, shown in Fig. 9.2, is polystyrene, a polymer in which phenyl groups are 

attached as side groups to the C-C backbone. 



 
FIGURE 9.2 Polystyrene. 

  

 Macromolecules can be linked together by either physical or chemical bonds. Chemically 

linked macromolecules, are known as cross-linked macromolecules. Cross-linked 

macromolecules form a network. Physical bonds can develop between the individual 

macromolecular segments in addition to the existing chemical bonds to strengthen the entire 

network. The individual macromolecules prefer the coiled state and penetrate each other, thus 

forming an entangled chain structure. Entanglements will hold the macromolecules together and 

as a result the physical bonds become mobile. 

 Compared to the existence of physical bonds, chemical bonds are up to 103 times 

stronger. One significant difference between physical and chemical bonds is that physical bonds 

are reversible when subjected to heat, solvents, or mechanical forces, whereas chemical bonds 

are irreversible. The chemical and physical structures that illustrate normal linear, branched, 

cross-linked, and entangled macromolecules are shown schematically in Fig. 9.3. 

 
FIGURE 9.3 Schematic of linear, branched, cross-linked, and entangled macromolecular chains. 

  

 A selection of conventional polymers for microelectronics is shown in Table 9.2. These 

polymers are electrically neutral. If the polymeric chains are built from monomers that contain 



an ionizable group, that is, a group that can dissociate into a chain-fixed cation and anion and a 

mobile counterion bearing the opposite charge, a polyelectrolyte is obtained.  Table 9.3 collects a 

few typical examples. The first three compounds are synthetic polymers, the other two samples 

are biopolymers; cellulose and starch in the form of derivatives which include ionizable 

substitutes. 

 

TABLE 9.2 Conventional Polymers, Part A 

 
 



TABLE 9.2 Conventional Polymers, Part B 

 
 

 

 

 



TABLE 9.2 Conventional Polymers, Part C 

 
 Table 9.3. A selection of polyelectrolytes 
 

 
 
 



 Charges on a chain can also be created by doping processes. For conjugated polymers, 

i.e., chains with conjugated C–C double bonds, this is particularly easy. Even more importantly, 

the produced charges are mobile and thus provide electrical conductivity. Table 9.4 compiles 

some of these special materials. 

 

Table 9.4. A selection of conjugated polymers 

 
9.3 POLYMERIZATION 

 The number of monomer units in a macromolecule is referred to as the degree of 

polymerization. Typical degrees of polymerization are  

Polycarbonate (PC): 80–160 

Polyamide (PA) 6: 100–300 

PVC: 800 

Polystyrene (PS): 1500–4000 

PP: 3500–35000 

Ultrahigh Molecular Weight Polyethylene (PE–UHMW): 200,000 



 If only one type of monomer is involved in the polymerization reaction, the resulting 

product is a homopolymer: 

 
 If two or more monomers are involved, the resulting product is a copolymer. For the 

coupling of the two monomeric units in the chain, two limited cases exist. In the first, the 

coupling is statistical and determined by the probabilities of attachment of the two monomers on 

the growing chain. Chains of this kind are called statistical copolymers. They exhibit a short-

range order with preferred sequences, and thus are different from a random mixing, but possess 

no order in the chemical composition over the long range. Block copolymers are the second 

limiting case, which are formed by coupling long macromolecular sequences of uniform 

composition, and depending on the number of sequences, di-, tri-, and multiblock copolymers 

may be prepared. The remaining structures, which are most frequently represented, are random 

and alternating copolymers. The typical copolymer structures are shown below: 

 
 Graft copolymers also consist of blocks of two different monomers, except that the main 

chain is composed of one type of monomer units and the branches of the other. The second 

monomer is polymerized onto the trunk of the chain or attached through reactive groups similar 

to grafting a branch of one tree onto the trunk of another. 

  

9.4 POLYMER DEPOSITION TECHNOLOGIES 

 Whilst single crystals of polymers can sometimes be grown, the most common 

geometrical configuration of a polymer in an electronic device is a thin planar film. This results 

from the advanced planar microelectronics and integrated optics technologies that have grown up 

over the last 30 years. A number of techniques exist for the deposition of polymers in thin film 

form, the most well-known and well-used method being polymer spin coating. 



 Spin coating is used most often for depositing layers of photoresist as part of the 

patterning process in integrated circuit fabrication. This simple, yet effective, technique is 

illustrated in Figure 9.4. A relatively viscous polymer solution is placed onto the substrate to be 

coated which is then rotated at a fixed angular speed in the range 500-4000 rpm. 

 
Figure 9.4 The polymer spin-coating process 

 

 The polymer solution flows radially outwards to form a thin solution layer that 

subsequently ‘sets’ as the solvent evaporates. The uniformity of the layer depends on a number 

of factors including the initial acceleration of the substrate and the rate of solvent evaporation, 

both of which can be easily controlled. The film thickness, d, depends on the solution viscosity, 

η, rotation speed ω, solution density ρ and spinning time t and is given by: 

 
 A favoured technique by those who require highly ordered or partially ordered polymer 

films is Langmuir – Blodgett (LB) deposition. An LB film is an ultrathin organic assembly 

formed by the sequential transfer of floating Langmuir layers from a water surface onto a solid 

substrate. In its conventional form, it comprises two-dimensional solid sheets of well-packed 

organic molecules deposited in a predetermined, controllable sequence. The first materials 

investigated by Pockels, Langmuir and Blodgett were generally rod-shaped amphiphilic 

molecules such as octadecanoic acid. There is today a huge variety in the shapes and types of 

molecules that can be deposited as LB films, many of them being polymers. 

  Before the LB film can be fabricated, a floating Langmuir film must first be created at an 

air-water interface. Octadecanoic acid (Figure 9.5a) is an amphiphilic molecule, which illustrates 

the LB process nicely. The polar carboxylic group is attracted to other polar substances such as 

water, whereas the long alkyl chain is hydrophobic and is repelled by water. This amphiphilicity 

is responsible for giving octadecanoic acid its unique orientational properties; the polar 



headgroup is effectively dissolved in water, yet the alkyl chain protrudes from the water surface 

in a near normal direction. The carboxyl functionality is so strong that many alkanoic acids will 

spontaneously spread from a bulk crystallite placed in contact with a water surface. Usually, 

however, the material is dissolved in a solvent such as chloroform, minute droplets (each 

containing ~2µl) of which are then dropped carefully on the water surface. The solution spreads 

over the available water surface rapidly, the solvent evaporating fully over a period of a few 

minutes, leaving behind the randomly distributed octadecanoic acid solute molecules. Indeed, 

even at this point in the procedure, a monolayer film exists, albeit an inhomogeneous one. 

Uniformity in the surface density and thickness of the monolayer is improved by now reducing 

the water surface area available to the floating solute molecules, thus compressing the initially 

expanded monolayer to form eventually a closed-packed, two-dimensional sheet of octadecanoic 

acid. Typically its molecular surface density in the compressed state is ~5 x 1014 cm-2 and its 

thickness is ~2.5 nm. 

 
Figure 9.5 (a) Octadecanoic acid, a typical amphiphilic molecule, (b) a schematic surface 

pressure-area isotherm for octadecanoic acid and (c) the orientation of octadecanoic acid 

molecules in a monolayer . 

 



 A schematic diagram of a typical Langmuir trough is shown in Figure 9.5. The substrate 

insertion and withdrawal is normally achieved using a motor-driven micrometer screw to which 

is attached the clamp for the substrate. The sequential transfer process for a hydrophilic substrate 

withdrawn and inserted through an alkanoic acid monolayer is shown in Figure 9.6. The transfer 

of the first monolayer occurs due to the strong interaction between the carboxylic acid groups of 

the alkanoic acid molecules and polar sites (usually taking the form of free hydroxyl groups) on 

the hydrophilic substrate surface. 

 
Figure 9.5.  A typical Langmuir trough for the fabrication of LB films showing the surface 

pressure monitor (P), the wettable plate (W), the substrate (S) attached to the deposition 

mechanism (D) via the clamp (C), the moveable constant perimeter barriers (MB), the barrier 

drive motors (BD) and the water bath (B). 

 
Figure 9.6. The sequential monolayer transfer process for the formation of LB films showing the 

formation of Y-type assemblies. Inset: Y, X and Z-type architectures . 



 Reinsertion of the monolayer-coated substrate results in the transfer of the second 

monolayer. There is a strong hydrophobic interaction between the alkyl chains within the first 

monolayer (the new substrate surface for the second layer) and those protruding from the water 

surface in the floating monolayer. A second layer is thus adsorbed and the surface of the coated 

substrate becomes hydrophilic again and is thus ready to accept the third monolayer upon its next 

withdrawal through the Langmuir film. This process can be repeated over many cycles and is 

referred to as Y-type deposition. Most rodshaped amphiphilic molecules follow this mode of 

deposition as do most pendant-chain polymers, like polysiloxanes. This deposition mode results 

essentially (except for the first monolayer) in a non centrosymmetric structure. Such assemblies 

are generally very stable over time owing to the strong stabilising interactions between 

hydrophobic chains from adjacent monolayers, and between hydrophilic carboxyl groups that 

can form hydrogen bonds across the interface between layers and in-plane sideways dimers that 

serve to strengthen the layers laterally. 

 
Figure 9.7 The layer-by-layer polyelectrolyte self-assembly process for charged polymers 

 

 Although the LB approach is applicable to an ever-increasing range of materials, water-

soluble compounds are excluded. In a much lower technology, yet elegant, deposition process, 

water-soluble polymers can be deposited layer by layer to form similar molecular assemblies to 

LB films. This method, generally known as the polyelectrolyte layer-by-layer self-assembly 

process, makes use of the ionic attraction between opposite charges on anionic and cationic 

electrolytes. A solid substrate is positively charged by chemical cleaning methods and is placed 

in a solution of an anionic polyelectrolyte, such as poly (sodium 4-styrenesulfonate). The 

deposition process is depicted in Figure 9.7. During a period of around 10 minutes, a monolayer 

of the polymer is adsorbed onto the substrate surface via the electrostatic attraction. 

 The process is self-regulating since a second monolayer of the anion cannot be adsorbed 

due to electrostatic repulsion since there are many unpaired anionic charges on the polymer 

which remain electrostatically unsatisfied. Therefore, after monolayer adsorption, the coated 



substrate is washed thoroughly in water and then placed in a solution of a cationic 

polyelectrolyte, such as poly(alylamine hydrochloride. 

 Again ionic attractions result in the adsorption of a cationic monolayer. This procedure 

can be repeated many times to build up alternate layer polymer films. The advantages of this 

method over LB deposition are that it is very easy to perform and applicable to water-soluble 

polymers; the drawback, however, is that the rate of deposition is limited to around 5 monolayers 

per hour compared to conventional LB deposition rates of 20 monolayers per hour. Recent 

developments in LB technology have led to much higher rates approaching 30 monolayers per 

minute. 

  

9.5 PHOTOPOLYMERS AND PHOTORESISTS FOR MICROELECTRONICS 

  

 The formation of the desired patterns on the substrates requires the use of a resist coating 

in which the pattern is first generated. Depending on the wavelength of the irradiation, different 

minimum linewidth are obtained. The different techniques of lithography are summarised in 

Table 9.5. One can expect the development of deep-UV lithography techniques at 193 nm giving 

line dimensions as small as 0.12 µm, necessary for the latest VLSI. 

  

Table 9.5 Microlithography techniques 

 
 The resist layer, usually a polymeric film (0.5-1.0 µm thick) is spin-coated onto the 

substrates and then exposed to radiation. One of the key points for obtaining high resolution is to 

obtain polymers with sensitivities well adapted to the chosen type of radiation and with response 



speeds which allow high production rates. The main requirements of a resist are solubility, 

adhesion, etch resistance, sensitivity to radiation and contrast. 

 The source of radiation is generally a mercury lamp or a mercury-rare gas (xenon) 

discharge lamp. This gives a maximum of radiation in the 350-450 nm range. The steppers use 

classically a high-pressure mercury lamp with two radiations: i-line (436 nm) and g-line (365 

nm). The recent development of excimer lasers emitting in the deep-UV region has introduced 

the use of deep-UV radiation (150-300 nm), and especially the 248 and 193 nm wavelengths. 

 Resists are generally deposited onto substrates by spin coating; therefore, solubility in 

organic solvents is necessary. The resist must possess good adhesion properties to various 

substrates, such as metal, silicon dioxide, silicon nitride or semiconductors, throughout the 

various steps of integrated circuit manufacture. Poor adhesion leads to loss of resolution. Wet 

chemical etching requires good adhesion and chemical stability of the resist towards acidic or 

basic etching solutions. Most dry etching techniques involve a high radiation flux and 

temperatures often higher than 80 °C. Polymers exhibiting high Tg values and containing 

radiation stable groups (e.g., aromatic structures) have higher dry etch resistance.  

 The sensitivity, σ, is related to the ability of a polymer to undergo structural modification 

on irradiation. Sensitivity is said to increase as the dose required to produce the lithographic 

image decreases.The sensitivity of a positive resist, σ0, is the dose required to achieve complete 

solubility of the exposed region under conditions where the unexposed region remains 

completely insoluble. The sensitivity of a negative resist is conventionally defined as the dose at 

which 70% of the original film thickness has been retained after development, σ0,7. The required 

sensitivity varies with the type of irradiation and is expressed as energy/surface (e.g., J/m2). The 

contrast, γ, is related to the ability of a polymer to give vertical sidewalls. Resolution (defined as 

the smallest linewidth which can be achieved) depends on the contrast. The parameters are 

determined from the sensitivity curve of the resist, which expresses the normalised film 

thickness, er/e0 (er is the thickness after development and irradiation, e0 is the initial thickness of 

the resist), as a function of log10 (Dose): 

For a negative resist: 

 
where σ1 is the dose required to reach the required thickness after development 

Positive Photoresists 

 All near-UV positive photoresists are two-component systems; the polymeric material is 

a low molecular weight novolac polymer (Figure 9.8) and the sensitiser is a derivative of a 1,2-

diazonaphthoquinone (DNQ) (20%-50% by weight). DNQ forms a complex with the phenol 



groups of the novolac resin and prevents the dissolution of the latter in an aqueous base. 

Exposure of the resist to UV light results in photodecomposition of the sensitiser to an unstable 

ketocarbene. This reacts with water to produce the base-soluble indene carboxylic acid, which no 

longer inhibits dissolution of the novolac polymer in aqueous base  (Figure 9.9). 

 

 
 

Figure 9.8 Novolac polymer 

 
Figure 9.9 Photodecomposition of 1,2-diazonaphthoquinone 

 

Negative Photoresists 

 In this type of photosensitive system, UV sensitive groups, such as chalcone, cinnamate, 

styrylacrylate, diphenyl-cyclopropene carboxylate, cinnamilidene malonate, p-

carboxycinnamate,  p-phenylene-bis acrylate and styrylpyridinium, etc., are included in the main 

chain or in the side chain of the polymer. UV irradiation gives rise to crosslinking. The 

crosslinking of poly(vinylcinnamate), which is the key process occurring in the KPR resist 

(Kodak), is shown in Figure 9.10. 



 
 

Figure 9.10 The KPR resist, a negative resist which crosslinks through the double bonds under 

irradiation. 

 

9.6 CONJUGATED POLYMERS FOR OPTOELECTRONICS 

 

 The large majority of polymers, first of all the broadly used commodity materials 

polyethylene, polypropylene, poly(ethylene terephthalate) or polystyrene, have similar electrical 

and optical properties. They are insulators and they are colorless, i.e., they possess no mobile 

charges and the lowest electronic excitations are in the UV region. There exists a peculiar class 

of polymers with quite  different properties; these are polymers with conjugated double bonds in 

the main chain. They are semiconductors or conductors and interact with light. Figures 9.11 and 

9.12 depict a characteristic observation.  

 
Figures 9.11 Principal set-up of a polymer LED device 

 

A thin film of poly-(phenylene vinylene) (PPhV) covered with two different electrodes made 

ofan indium-tin oxide alloy (ITO) and calcium, respectively, is placed on a glasssubstrate and 

then connected to an external source of current. Nothing happens up to a voltage of 2V, but then 



a flow of current sets in and grows with further rising voltage. Simultaneously with the onset of 

current the PPhV film begins to emit light, with an intensity proportional to the current. The 

effect is known as electroluminescence. A setup with such a performance is called a light 

emitting diode, abbreviated LED. The active element in this organic light emitting diode, shortly 

OLED, is the conjugated polymer poly(phenylene vinylene). All conjugated polymers possess 

conjugated π electrons, i.e., electrons that are delocalized rather than being part of one valence 

bond. Excitation energies of conjugated π electrons are usually in the visible range and they are, 

therefore, addressed as being optically active. 

 It was a second, really spectacular property that initiated the interest in conjugated 

polymers. In 1977 it was found that films of polyacetylene (PAc) increase their conductivity 

tremendously when they are exposed to iodine vapor, from a basic value at the lower end of the 

semiconducting range up to values comparable to metals. Figures 9.13 represents these iodine 

dopant induced changes in a comparison with other materials. They encompass the enormous 

range of seventeen orders of magnitude. 

 
Figures 9.12. ITO/PPhV/Ca LED: Variation of the current density (filled symbols) and the 

luminescence intensity (open symbols) with the applied voltage 

  

 The figure 9.14 shows absorption spectra in the visible range, which were obtained for a 

series of oligomers of phenylene vinylene. The four presented absorption bands all have a 

similarly fine structure and are shifted against each other; the higher the number of monomers, 

the lower the frequency. A first conclusion can be drawn from the invariance of the profile of the 

bands. Since it is independent of the number of coupled monomers it must be a property of the 

monomer itself. We therefore first ask about the elementary optical excitations of a monomer. 

 



 
Figures 9.13. Range of conductivities covered by doped PAc in a comparison with other 

materials 

 
 Figures 9.14.  Optical absorption spectra of two-ring, three-ring, four-ring, and five-ring 

oligomers of phenylene vinylene. A shift to lower energies with increasing length of the 

molecule is observed. 

 

 Figures 9.15. presents itschemical structure on the left-hand side and on the right-hand 

side a sketch of the distribution of the π electrons. One bond of each double bonds is set up by 

two σ electrons, the other is formed from overlapping atomic pz orbitals oriented perpendicularly 

to the (xy-)plane of the planar molecular skeleton. The conjugation, i.e., the resonance 



interaction between the π bonds results in delocalized π electron states. Here, these states are 

occupied by the eight π electrons of a phenylene vinylene unit. There is a highest occupied 

molecular π orbital abbreviated HOMO. Above it there exists a gap and it extends up to next 

level, the lowest unoccupied molecular π orbital, shortly called LUMO. 

 
Figures 9.15. (left) Structure unit of PPhV. (right) Clouds of π electrons in a unit, placed above 

and below the plane of the CC backbone. The lines connecting the carbon atoms represent the σ 

bonds 

 

 For conjugated polymers the gap energy is in the range of 1.5 eV to 3 eV, i.e., in the 

range of visible light and the near infrared, similar to anorganic semiconductors. As always in 

the ground state of a multielectron system with an even number of electrons, the spins 

compensate each other so that a singulet state, denoted S0, results. 

 The absorption bands in Figures 9.14. are to be assigned to the lowest possible one-

electron excitation. This is accomplished by a transfer of the electron at the HOMO level to the 

next higher state. The LUMO level would indeed be occupied if a ninth electron were added to 

the monomer. If, however, the electron in the HOMO level is excited, this level is left empty, 

and the then positively charged monomer exerts an attractive Coulomb force. The force reduces 

the excitation energy, which now falls below the gap energy. The thus formed state can be 

thought of as a coupled electron–hole pair and is named an exciton. In order to be optically 

active, the transition must have a non-vanishing transition dipole moment. One requirement for 

this is an unchanged total spin. Hence, this exciton state is necessarily a singulet state and is 

denoted S1 (Figure 9.16). 

 In the introduction to this chapter a light-emitting diode was described as being set up of 

a polymer film (PPhV) and two different electrodes (ITO and Ca) on the surfaces (Fig. 9.11). 

Figure 9.12 then showed that for voltages above a critical value a current coupled to the emission 

of light flows. Figure 9.17 now displays the spectrum of the emitted light as well. The curve 

denoted EL represents this spectrum with a broad band with fine structure. The band is to be 

assigned to the vibronically broadened annihilation of an exciton. Also included in the figure is 

the photoluminescence spectrum (PL) observed after an excitation of poly(phenylene vinylene) 

by photons with energies above 2.6 eV. The two emission bands EL and PL are practically 



identical. Hence, both an electrical or optical excitation create the same excitons, which then 

annihilate under the emission of photons. The figure also shows the optical absorbance spectrum 

of poly(phenylene vinylene). It sets in at the frequency of the exciton and shows a strong rise at 

2.4 eV. Here the photon energy reaches the value that is required to excite one electron from the 

HOMO to the LUMO level, i.e., to create a free electron and a free hole. 

 

 
Figure 9.16 . One-electron levels and multielectron states created by excitations of one π electron 

in an ordered domain of a conjugated polymer. Prior to the excitation, in the ground state S0 the 

electron occupies the HOMO level. S1 denotes a first order singulet exciton with an energy at the 

lower bound of the associated vibronic band. The creation of an exciton is in general coupled to 

simultaneous vibrational excitations; nv are vibrational quantum numbers. T1 denotes a first 

order triplet exciton at the lower bound of an associated vibronic band. The LUMO level is at the 

lower edge of the band Π* of states with one non-bonded electron. The VACUUM level is that of 

electrons with vanishing kinetic energy outside the sample. 

  

 A discussion of the functioning of a polymer LED can be based on the energy level 

scheme given in Fig. 9.18. It deals with the conditions in an LED onto which an external voltage 

is applied. Polymer LEDs are set up using two different electrodes. One of them, in the ITO 

example, has a high work function (as given by the energy that has to be supplied to transfer an 

electron from the Fermi level to the vacuum level). The second one, here calcium, has a low 

work function. When the electrodes are attached to the polymer film, electrical double layers 

spontaneously form at the interfaces; as always happens when two different conductive materials 

are brought in contact with each other. The layer on the metal side is very thin, the oppositely 

charged depletion layer near the surface of the polymer film has some extension. As a 

consequence, steps in the electrostatic potential V arise at both metal–polymer interfaces.  

 



  
Figure 9.17. PPhV: Luminescence spectra after an electrical (EL) and a photonic (PL) excitation, 

shown together with the optical absorption spectrum. 

  

 
 

Figure 9.18. Energy level diagram for a ITO/PPhV/Ca LED under a voltage as given by the 

difference between the anode and cathode potential. Work functions of the two electrodes. 

Barriers to the injection of electrons, ΔEe, and holes, ΔEh. 

 

 The step heights have such values that in the initial equilibrium state, i.e., the state 

established before the application of an external voltage, the chemical potential of the electrons, 

which now includes also an electrostatic contribution (-eV) , becomes identical in all three 

materials. Applying an external voltage leads to deviations from the current-free equilibrium 

state, and a current starts to flow. If an LED is activated by an external voltage, from the cathode 



electrons change into the polymer film to the LUMO level of mobile free electrons and holes are 

simultaneously ejected by the anode and enter the HOMO level 

So, the working mechanism of a LED consists of four main steps: 

(1) By applying a bias voltage, charges of opposite signs are injected in the active material 

and form positive and negative polarons. 

(2) The charges + (-) move in the material towards the negative (positive) electrode, driven by 

the applied electric field. 

(3) Polarons of opposite sign couple to generate the excitons, S. 

(4) S recombine radiatively by photon emission 

 The role of many factors are almost completely understood, but there is still a lot of work 

to do because improvements both in lifetime and in electroemission efficiencies are possible. 

The structural control can be extended to several physicochemical parameters: 

• The band gap of a conjugated polymer is responsible for the PL and EL peak position, 

• The ionisation potential (IP), the electronic affinity (EA) of the polymer strongly affect the 

charge injections from the electrodes into the polymers, and this is related to the PL and EL 

efficiency, 

• The solid state packing of the macromolecules influences the stability and the emission 

efficiencies, 

• The surface polarity of the polymer is responsible for the adhesion between the active polymer 

and the electrodes, which is an important factor in charge injection, and  resistance to oxidation 

and to temperature of the active polymeric layer are fundamental to the lifetime of the device. 

 Optimisation of all the above parameters is extremely difficult on a chemical synthesis 

basis, but the great efforts provided by many groups in this area have lead to exciting results for 

both improvements in macromolecular chemistry and in technological application. 

 Polyphenylenes (PPV) (Table 9.3) was one of the first polymers studied, for its good PL 

and EL efficiencies. Several synthetic routes have been reported for the preparation of this 

polymer. Its insolubility is a great problem in the preparation of high molecular weight materials. 

For example, step growth polymerisation, such as Wittig condensation between 

terephthaldicarboxaldehydes and arylene-bisphosphylidenes gives very low molecular weight 

polymers, because when the growing chain is formed by 6-10 repeating units, it becomes 

insoluble and chain growth stops. The low molecular weight polymers synthesised in this way 

cannot be used for thin film preparation because they are insoluble. To overcome these 

difficulties, a soluble form of a precursor was synthesised. A thin film of the precursor was 

formed by spin coating techniques; a subsequent thermal treatment of the film lead to the 

insoluble conjugated thin film of PPV. In Figure 9.19 the procedure followed to prepare PPV is 



reported. Several modifications of this general procedure have been introduced, consisting of 

changing the conditions of the transformation process and/or the nature of the chemical species 

to be eliminated. Another procedure, consists of the polymerisation of dichloro-p-xylene with 

potassium tert-butoxide in organic solvents. 

 
Figure 9.19 Synthetic procedure for PPV 

 

Polyfluorenes, Poly(phenylene ethynylenes), Polythiophenes (see tabl.9.3) also used for LED. 

The using of a series of polymeric structures it is possible  to prepare LEDs covering all the 

visible range (Figure 9.20). 

 
Figure 9.20 Polymeric and copolymeric structures emitting from 450 nm to 800 nm 

 



9.7 CONDUCTING POLYMERS IN MOLECULAR ELECTRONICS 

 

 Molecular electronics (ME) is so named because it uses molecules to function as 

‘switches‘ and ‘wires’. ME is a term that refers both to the use of molecular materials in 

electronics and to electronics at molecular level. It is as yet not very clear how molecular 

electronic devices will operate, but it is conjectured that active molecules are needed, either in 

isolation or becoming active by association with other molecules. It is thought that electronics is 

likely to imitate some of the basic functions of macroscopic devices such as memories, sensors 

and logic circuits. 

  
Figure 9.21 Applications of conducting polymers in molecular electronics 

 

 Organic molecules such as conducting polymers, proteins and pigments are being 

considered as alternatives for carrying out the same functions that are presently performed by 

semiconductors (e.g., silicon) and metals. Among them, conducting polymers (or conjugated 

polymers) have been considered as highly promising for molecular electronics. These conducting 

polymers offer a unique combination of properties that make them attractive materials for use in 

molecular devices (Figure 9.21). The conductivity of these polymers can be tuned by chemical 

manipulation of the polymer backbone, by the nature of the dopant, by the degree of doping and 

by blending with other polymers. In addition they offer lightweight, processibility and flexibility. 

Because of these advantages, the use of conducting polymers in molecular electronics is rapidly 

evolving from physics, chemistry, biology, electronics and information technology. These 



molecular electronic materials differ from conventional polymers by having a delocalised 

electronic structure that can accommodate charge carriers such as electrons and holes.  

 Besides this, these organic materials exhibit Peierl’s instabilities due to the built-in high 

anisotropic interactions and undergo substantial geometric modifications due to electronic 

excitations. This results in various charge transfer processes and a substantial degree of disorder 

leading to various localised states in the forbidden gap due to localisation. Conducting polymers 

exhibit the behaviour of both metal and semiconductor. Polyacetylene, the first and simplest 

electrically conducting polymer, doped with iodine (I2) has been shown to have an electrical 

conductivity of 1000 S cm-1. Some of the conducting polymers that have recently generated 

much interest are shown in Figure 9.22. It can be seen that conducting polymers behave as 

anisotropic semiconductors with band gaps in the range 1.4-3.2 eV. 

 
Figure 9.22 Structures and band gaps of some important conducting polymers 

 

 Characterisation of a conducting polymer is important before it can be used for any 

technological application. The morphology of conducting polymer films has been investigated 

using optical microscopy, SEM/TEM, scanning tunneling microscopy (STM) and AFM 



techniques Studies conducted on the morphology of conducting polypyrrole films containing 

different anions such as NO3 –, F–, ClO4
–,BF4

– and CH3C6H4SO3
–, respectively, have revealed 

that the topology of the growing conducting polypyrrole surface is influenced by the nature of 

the electrolyte. For instance, it has been shown that the fibrillar structure of polyacetylene is 

often advantageous since it can store up to about 7% of electrical charge. AFM and STM 

methods have recently provided valuable information on the presence of microdomains in 

poly(3-hexylthiophene)/stearic acid films (Figure 9.23). 

 

  
Figure 9.23  Atomic force micrograph of conducting poly(3-hexylthiophene) (left) and Scanning 

electron micrograph of conducting poly(3-hexylthiophene) (right) 

 

 There has been an increased interest towards the possible applications of conducting 

polymers as the active elements in electronics. The characteristics of conducting 

polymer/inorganic semiconductor interfaces have been considered as very important since it has 

been indicated that restrictions on Schottky barrier devices can be overcome by using conducting 

polymer contact layers. Besides this, the ability to manipulate the interface characteristics by 

changing the polymer dopant allows switchable devices to be fabricated. Semiconducting 

polymers such as polyacetylene, polypyrrole and polyaniline have recently been used for the 

fabrication of Schottky barrier diodes, like metal-insulatorsemiconductor (MIS) diodes and p-n 

junction diodes . A schematic diagram for a Schottky device is shown in Figure 9.24.   

 Schottky diodes formed between metallic AsF5
– doped (CH)X and n-type GaAs indicate 

high electronegativity. The polyacetylene has been found to exhibit p-type behaviour when it is 

used for fabrication of Schottky diodes with low work function metals. Heterojunctions have 

been fabricated using electrochemically prepared polypyrrole and metal (indium, titanium, 

aluminium and tin). It has been revealed that carrier concentration, estimated as 1.5 x 1020 and 5 

x 1017 cm-3 in doped and undoped polypyrrole samples, respectively, plays an important role in 



controlling the junction characteristics and hence the performance of these Schottky devices. The 

electrical characteristics of the junctions have been found to be dependent on the work function 

of polypyrrole, estimated as 4.42-4.49 eV. 

 It has been recently revealed that it is possible to fabricate all vacuum deposited metal 

(Pb, Al, In, Sn)/polyaniline/metal Schottky devices. It has been shown that the barrier height and 

the ideality factors determined are dependent on the work function of the metal used in the 

fabrication of these devices. The improved ideality factor obtained as 1.2 for an 

Al/polyaniline/Ag device has been attributed to more intimate contact of the metal with the 

vacuum deposited polyaniline electrode. 

 
 

Figure 9.24 Schematic diagram of a conducting poly(3-alkylthiophene) based Schottky device 

 
Figure 9.25  Current-voltage and capacitance-voltage characteristics of metal/conducting 

polymer junctions 

 

 Electrical properties of the poly(3-cyclohexylthiophene)/metal junctions were compared 

with those of the poly(3-n-hexylthiophene)/metal junctions in Figure 9.25. 



 

9.8 POLYMER FOR MICROACTUATORS 

 Actuators that generate movements and forces, such as bending, expansion and 

contraction driven by stimulation of electrical, chemical, thermal and optical energies,  are 

different from rotating machines such as electric motors and internal combustion engines. There 

are many sorts of soft actuators made of polymers, gels  and nanotubes. Particularly, biomimetic 

actuators are interesting because of the application to artificial muscles that will be demanded for 

medical equipment, robotics and replacement of human muscle in the future. 

 

 
Figure 9.26 Conformational changes of molecular structure, (a) photoisomerisation of 

azobenzene, (b) and (c) extension and contraction of polyacetylene and polyaniline, respectively, 

upon oxidation and reduction 

 

 The driving force originates from the conformational change of peptide molecules by the 

chemical energy cycles. Similarly, various sorts of stimulating energies can change the 

conformation of molecules. For example, the cis-trans photoisomerisation in azobenzene, as 

shown in Figure 9.26 a, is a well-known phenomenon. The cis form converts to the longer trans 

form upon illumination by UV light, and the trans form reverts to the cis form upon illumination 

by visible light. The electrical conductivity in polyacetylene (Figure 9.26 b), the representative 

of conducting polymers, dramatically increases from insulator to conductor upon chemical or 

electrochemical oxidation. This results from the delocalisation of π electrons and in the change 



of polymer conformation. At the pristine stage (or in the reduced state), the polyacetylene is 

flexible because of the single bond in the bond alternation. The single bond has more freedom in 

the rotational and bending modes than that of the double bond. In the oxidised state, the bond 

alternation is reduced and the molecular structure becomes more planar than that of the reduced 

state. Similarly, polyaniline, shown in Figure 9.26 c, changes its bond alternation from the 

benzenoid form to quinoid form upon oxidation. This results in the deformation of polymer 

conformation. 

 In fact, films, fibres or blocks of conducting polymer expand and contract upon 

electrochemical oxidation and reduction, respectively. This process is tentatively named 

‘electrolytic deformation’ or ‘electrolytic expansion’. The mechanisms of electrolytic 

deformation have been classified by three principal mechanisms: (1) the insertion and removal of 

bulky ions, (2) conformational change of polymer structure due to the delocalisation of π 

electrons, and (3) electrostatic repulsion between likely charged polycations (polarons and/or 

bipolarons). In mechanism (1), the insertion is induced by the neutralisation of polymers for 

oxidation and reduction.  

 The magnitude of expansion or contraction depends on the volume of ions and cannot 

be larger than the total volume of the inserted ions. For mechanism (2), the expansion of the 

polymer is associated with an expanding spring and depends on the morphology of polymer 

structure. The electroexpansion of hydrogels is explained by mechanism (3). To accomplish the 

larger expansion ratio in the electrolytic deformation of conducting polymers, it is desirable to 

utilise mechanisms (2) and (3). 

 Conducting polymers are prepared by either chemical or electrochemical oxidation of 

monomers, like pyrrole, thiophene and aniline. For the measurement of electrolytic deformation, 

it may be preferable to use soluble polymers, such as polyaniline (soluble in N-methyl-2-

pyrrolidinone (NMP)). Others are hardly soluble in usual organic solvents. However, polymers 

with substituted long alkyl chains have been found to be soluble in organic solvents. Usually, the 

conducting polymers prepared by the electrochemical methods are obtained as thin films. Such 

conducting polymers are, however, difficult to process. The polyaniline prepared by the chemical 

oxidation is a powder and the base form is named emeraldine base and is soluble in NMP. The 

emeraldine film can be prepared by casting the NMP solution containing its concentration of 2-

10 wt.% on a glass plate.  

 The cast film obtained by this method can be stretched mechanically to more than 3 times 

the original length. The films have been examined along the stretch direction, the perpendicular 

direction  and also the thickness direction  to investigate the anisotropic behaviour. For a 

measurement of electrolytic deformation, a bimorph actuator  has been fabricated, and the ratio 



of expansion is estimated from the bent curvature of the actuators. This method is effective for 

qualitative measurement and demonstration, since the expansion is tremendously magnified. 

Even with an expansion rate at the level of 1%, the bending is clearly observed. 

Electrochemistry and Expansion Behaviour in Polyaniline Film.  

 Polyaniline in an aqueous acid solution takes three typical redox stages depending on the 

degree of oxidation, as shown by the cyclic voltammogram curve in Figure 9.27. The half redox 

potential, E1/2 is defined as E1/2 = (Ea + Ec)/2, where Ea and Ec are anodic and cathodic 

potentials at the peak currents for oxidation and reduction, respectively. 

  
Figure 9.27 Typical cyclic voltammogram (upper), redox behavior in chemical structures 

(middle) and expansion and contraction of polyaniline film along the stretched direction (lower). 

Ea and Ec are the anodic peak and cathode peak, respectively, E1/2, LS-ES = 1/2 (Ea + Ec). 

 

 The most electrically conductive state is the emeraldine salt (ES) that is between 

pernigraniline salt (Pas) at the high potential side and the leuco-emeraldine salt (LS) at the low 



potential side. The LS and the Pas are the most reduced and oxidised states, respectively, and 

have been found to be insulating. In an oxidation process from the LS to the ES, two electrons 

are withdrawn and two chloride ions are doped for every four benzene units. For the oxidation 

from the ES to the Pas, two electrons are withdrawn and two protons are released. The LS/ ES 

reaction is reversible, however, the hydrolysis occurs at the higher oxidised Pas states. The 

bottom of Figure 9.27 shows a typical expansion behaviour in a polyaniline film along the 

stretched direction. By the potential sweep from the LS to higher potentials, the film starts to 

expand and shows the maximum expansion at the ES. Then the film contracts slightly. When the 

potential was returned from the Pas state, the film expands slightly, and then contracts below the 

potential of E1/2, LS↔ES and returns to the original length. This extension and contraction 

behaviour is very similar to the weight change measured by a quartz crystal microbalance . The 

result indicates that the electrolytic expansion closely relates to the insertion and exclusion of 

dopant ions in the film.  

  The unstretched film and the stretched film perpendicular to the stretched direction show 

monotonous expansion during the oxidation LS→ES→Pas and vice versa . The result possibly 

indicates that the dopant ions settle between the polymer chains. In the expansion of the film 

perpendicular to the stretched direction, irreversible expansion, namely, a creeping effect, was 

observed even under light load during the redox cycles. Actuators fabricated by conducting 

polymers are soft, flexible, and lightweight, with low voltage drive and strong contraction force. 

Tweezers, microvalves, and directors of optical fibre are some of the technological applications. 

Two types of bimorph actuators have been proposed . One is the backbone type, which consists 

of two conducting polymer films stuck together on a double-sided adhesive tape, which can also 

be replaced by a solid polymer electrolyte. The other is the shell type, in which conducting 

polymer films stuck on adhesive tapes are sandwiched onto a sheet of electrolyte media. The 

shell-type actuator is self-standing and works in air. There are some advantages in the use of 

these bimorph structures. One of these relates to the oxidation and the reduction of the polymer 

film process resulting in the bending force doubling. Since dopants transfer from one film to the 

other film through the electrolyte media, the electrolyte can be minimised. The electrolytic 

actuator can also be used both for positioning and rechargeable battery. 

 

9.9 POLYMERS FOR ANOTHER APPLICATIONS  

 Conjugated polymers are used also for preparation of Polymer Field-Effect Transistors, 

Solar Cells; Liquid-Crystal Polymers are used for Liquid-Crystal Displays, Special Connectors, 

Fiber-Optic Cables; Ionomers are used for Fuel Cells. Polymers also are used in Lithium Ion 

Polymer Batteries, in different Sensors. 



 There are the solid polymeric materials in various forms, ‘commodity polymers’ for 

widespread applications, as well as speciality polymers for specific utilizations. In industry these 

are called thermoplasts, which expresses that they can be shaped and brought into forms of 

choice by thermomechanical treatments at elevated temperatures. Polymer fibers comprise a 

second large class of materials and are mostly used for the production of textiles and woven 

products. Fibers are generally obtained by spinning processes carried out on the melt or 

concentrated solutions at elevated temperatures, which is followed by a fixing accomplished by 

rapid cooling. Again, the temperature range for uses is limited. If a fiber is heated to a too high 

temperature it shrinks. Rubbers, technically addressed as elastomers, constitute the third class of 

polymeric materials. Both synthetic and natural products are utilized. The essential step in rubber 

production is the cross-linking process. ‘Natural rubber’, for example, is obtained by heating cis-

polyisoprene in the presence of sulfur. This vulcanization process creates cross-links between the 

polyisoprene chains, composed of short sequences of sulfur atoms. For high cross-link densities 

the large deformability characteristic of a rubber is lost, and one obtains stiff solids. This is know 

as the class of duromers or thermosets, also known as resins. Various adhesives based on the 

mixing of two reacting components belong to this class of polymers. The shapes of these 

compounds are rather stable and remain unaffected by heating, up to the point of chemical 

decomposition.  
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Chapter 10. Piezoelectric Materials and Applications  

10.1. Intoduction 

 

Mechanical energy is one of the most ubiquitous energies that can be reused in our 

surroundings. The sources of mechanical energy can be a vibrating structure, a moving object, and 

vibration induced by flowing air or water. The energies related to induced vibrations or movement 

by flow of air and water at large-scale are wind energy and hydroelectric energy, respectively, 

which are not within the scope of this chapter. Instead, the mechanical energies here can be 

classified as so-called ‘‘low-level’’ vibrations and movements (Fig.10.1) [1]. Such potential ‘‘low-

level’’ vibrations and movements are summarized in Table 10.1 [2] and Table 10.2 [3]. 

Mechanical waste energies usually can be harvested by using vibration-toelectricity 

conversion [3–5]. The most distinguished characteristic of this kind of waste energy harvesting is 

initially identified for low power generations. Therefore, one of the targeted applications is to power 

small electronic devices. However, recent development indicates that it can also be used for large-

scale applications [6]. Vibration-to-electricity conversion can be realized through three basic 

mechanisms, including electromagnetic [7 – 9], electrostatic [10], and piezoelectric [11, 12] 

transductions. 

 
Fig. 10.1. Power and energy scale for piezoelectrics, photovoltaics, and conventional power. 

 

Among the three mechanisms, piezoelectric transduction has received the greatest attention. 

This is because piezoelectric materials have larger power densities and higher feasibility for 

practical applications than the materials used in the other two mechanisms [4]. For example, voltage 

outputs in electromagnetic energy harvesting are typically very low and thus must be amplified to a 

level sufficiently high to charge storage devices. In contrast, however, piezoelectric energy 
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harvesters output voltages that can be used directly. In electrostatic energy harvesting, the materials 

should be subject to an external applied voltage to trigger the relative vibratory motion of the 

capacitor elements, which outputs alternative electrical currents [10]. Such external applied voltages 

are required in piezoelectric energy harvesting. Another advantage over electromagnetic devices is 

that piezoelectric harvesting devices can be fabricated at both macro-scale and micro-scale, due to 

the well-established deposition techniques for thick-films and thin-films piezoelectric materials [11, 

13]. Comparatively, it is hard to fabricate electromagnetic energy harvesters at micro-scale, due to 

the poor properties of planar magnets and the limited number of turns that can be realized when 

using planar coils [4]. 

 

Table 10.1. Sources of mechanical energy around us each and every day that can be harvested for 

electricity [2]. 

Human 

body/motion 

Transportation Infrastructure Industry Environment 

Breathing, blood 

flow/pressure, 

exhalation, 

walking, arm 

motion, finger 

motion, jogging, 

talking 

Aircraft, 

automobile, 

train, tires, 

tracks, peddles, 

brakes, turbine 

engine, 

vibration, 

noises 

Bridges, roads, 

tunnels, farm, 

house structure, 

control-switch, 

water/gas pipes, 

AC system 

Motors, 

compressor, 

chillers, 

pumps, fans, 

vibrations, 

cutting and 

dicing, noise 

Wing, ocean 

current/ 

wave, 

acoustic 

wave 

 

 

Table 10.2. Acceleration (m s-2) magnitude and frequency of vibration mode of potential vibration 

sources [3]. 

Vibration source  a (m s-2)  fpeak (Hz) 

Car engine compartment  12.0  200 

Base of 3-axis machine tool  10.0  70 

Blender casing  6.4  121 

Clothes dryer  3.5  121 

Person nervously tapping their heel  3.0  1 

Car instrument panel  3.0  13 

Door frame just after door closes  3.0  125 
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Small microwave oven  2.5  121 

HVAC vents in office building  0.2–1.5  60 

Windows next to a busy road  0.7  100 

CD on notebook computer  0.6  75 

Second story floor of busy office  0.2  100 

 

Research and development in dielectric, piezoelectric and ferroelectric materials has 

advanced at an unimaginable rate in the past decade, driven mainly by three factors: 

(i) new forms of materials have been prepared in a multitude of sizes (e.g. buck single 

crystals and ceramics, nano-structured films, tubes, wires and particles) by a variety of techniques 

(e.g. melt growth, physical deposition and to soft chemical synthesis); 

(ii) novel and intricate structural and physical properties have been discovered in these 

materials (e.g. morphotropic phase boundary and related phenomena, domain engineering under 

fields, effects of nanostructures and superlattices); 

(iii) the extraordinary potential offered by these materials to be used in the fabrication of a 

wide range of high-performance devices (such as sensors, actuators, medical ultrasonic transducers, 

micro electromechanical systems (MEMS), microwave tuners, ferroelectric non-volatile random 

access memories (FeRAM), electro-optical modulators, etc.). 

In this Chapter, harvesting mechanical waste energy with piezoelectric effect will be also 

considered. The main content will be started with a detailed description of piezoelectrics, including 

history of piezoelectric materials, principle of piezoelectric effect, and types and preparation of 

piezoelectric materials. After that, the progress in the development of different devices, including 

mechanical waste energy harvesters, based on piezoelectric effect will be summarized. Potential 

mechanical waste energy sources, including vehicle suspensions, civil structures, rail way tracks, 

roads, ocean waves, streams, and human motions, have been explored for respective potential 

applications.  

 

10.2. Hystory of Piezoelectrics 

The history of piezoelectricity – as a physical phenomenon to be used intentionally – goes 

back to the beginning of the 18th century. At that time the Dutch brought a precious stone called 

tourmaline from the East Indies to Europe. Tourmaline had a peculiar feature: while being heated, 

the material attracted other materials such as ashes. Almost half a century later the Swedish botanist 

and physician Carl Linneaus – also famous as developer of biological nomenclature – had a hunch 

that this phenomenon might have something to do with electricity. And indeed, within a decade, the 

German physicist Franz Aepinus confirmed that this ‘peculiar feature’ was electric. This 
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phenomenon was later known as pyroelectricity: the ability of a material to generate a temporary 

voltage when it is being cooled or heated. Pyroelectricity lead to the discovery of piezoelectricity, 

which was to a large extent a French affair. When Charles-Augustin de Coulomb assumed that 

electric charge might be produced by pressure, René-Just Haüy and later also Antoine César 

Becquerel tried to apply their knowledge of pyroelectricity to perform experiments to investigate 

Coulomb’s assumption. However, they were not very successful. 

In 1880 the brothers Pierre and Jacques Curie finally discovered the direct piezoelectric 

effect, also with pyroelectricity as a basis. They observed that by pressing in a certain direction on 

crystals of tourmaline, quartz, cane sugar and Rochelle salt (also known as Seignette’s salt), these 

crystals were able to generate charge on certain positions of their surfaces. The German physicist 

Wilhelm G. Hankel gave this phenomenon the name ‘piezoelectricity’ – named after the ancient 

Greek piezein that means to press or to squeeze, and elektron meaning amber, describing substances 

that (like amber) attract other substances when rubbed. One year later, the French-Luxembourgian 

physicist Gabriel Lippmann predicted the inverse piezoelectric effect, which was experimentally 

verified by the Curie brothers in that same year. 

 

10.2.1. Brief History of Modern Piezoelectric Ceramics 

The history of modern piezoelectricity and piezoelectric ceramics is close related to the 

history of ferroelectricity and ferroelectric ceramics. The history of ferroelectrics can be tracked 

back to Rochelle salt (sodium potassium tartrate tetrahydrate, KNa(C4H4O6)·4H2O), which was 

synthesized more than 400 years ago, initially for medicinal purposes [14 - 18]. It is in this same 

crystalline material that pyroelectric (thermal-polar), piezoelectric (stress-polar), and ferroelectric 

were discovered subsequently. Before this discovery, ferroelectricity was only a hypothetical 

property of solid materials at the turn of the twentieth century. However, the practical application of 

this material is largely limited due to its water solubility. It was after the discovery of ferroelectric 

ceramics (barium titanate, BaTiO3), this class of materials became extremely useful for a variety 

applications. 

The first ferroelectric ceramic material is barium titanate (BaTiO3 or BT), which was 

discovered in the mid-1940s [14, 15, 17, 18]. Before the discovery of BaTiO3, the most widely used 

materials for capacitors were steatite, mica, TiO2, MgTiO3, and CaTiO3, with dielectric constant of 

not higher than 100. During the World War II, there was pressing needs for high dielectric constant 

materials to fabricate high capacitance capacitors. Before publication was available in the literature, 

BaTiO3 had already been studied as a high dielectric constant material concurrently. In the later 

open publications, it was concluded that the source of the high dielectric constant in BaTiO3 is due 

to its ferroelectric properties [14]. 
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The history of ferroelectric ceramics also includes the report of lead zirconatetitanate (PbZr1-

xTixO3, or PZT) piezoelectric ceramics, the development of transparent electro-optical lead 

lanthanum zirconate titanate (Pb1-xLaxZr1-yTiyO3, or PLZT), the research on lead magnesium 

niobate (PbMg1/3Nb2/3O3, or PMN) relaxor ferroelectric ceramics and the discovery of many other 

nonperovskite ferroelectric ceramics [14, 17]. Among these, PZT has been demonstrated to possess 

best performances as piezoelectric ceramics. 

Recently, there has been a concern with PZT, due to the toxicity of Pb. Regulations and 

legislations have been established globally to restrict the use of leadcontaining materials. For 

example, according to the directive for the Restriction of the use of certain Hazardous Substances in 

electrical and electronic equipment (RoHS) adopted by the European Parliament in the year 2006, 

the maximum allowed concentration of lead is established to be 0.1 wt% in homogeneous materials 

for electrical and electronic equipment used in households as well as industry. Therefore, lead-

containing piezoeletric materials will be prohibited eventually. Similar regulations have been 

established worldwide. As a consequence, there is significantly increasing interest in developing 

lead-free piezoelectric ceramics all around the world. Although major progress has been made in 

materials research [19, 20], there are still obstacles blocking the successful industrial 

implementation of lead-free piezoelectric ceramics. One key problem is their poor piezoelectric 

properties and fatigue degradation problem. Therefore, PZT will still be dominant materials for 

piezoelectric applications at least in the near future. 

 

10.2.2. Practical Applications 

So far the ‘founding fathers’ and the scientific history. This interesting phenomenon of 

materials that can convert mechanical energy into electric energy – and vice versa – cried out for 

practical applications. And they came. During World War I, in 1917 Paul Langevin developed the 

predecessor of sonar, a device to detect other objects under water. He managed to make a quartz-

based transducer to send ultrasonic waves, and a receiver to detect the returning echo. By measuring 

the time span between the emitted wave and the wave that returned after bouncing off an object, a 

submarine should be able to determine the distance to that object. To date, sonar is still a major 

application of piezoelectric technology, where modern (ceramic) materials are being used. 

Sonar as a successful application of a piezoelectricmaterial stimulated others to discover 

new piezoelectric materials and to develop new devices. An eye-catching example is the use of 

Rochelle salt as a single crystal needle in the pick-up part of early electronic phonographs, starting 

in 1935. Around 1950 Rochelle salt was replaced by piezoelectric ceramics, and in turn they were 

replaced by magnetic cartridges in the 1970’s. Fromthen, it took about ten years before compact 

disc players massively replaced phonographs. 
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The second World War had a large influence on the development of new piezoelectric 

materials. Independent from each other – due to World War II – Japanese, Soviet Union and 

American research groups discovered the so-called ferroelectrics, a new kind of man-made 

materials with much better piezoelectric properties than their natural counterparts. Barium titanate 

ceramics were the first materials in this series. 

One significant example of the use of piezoelectric crystals was developed by Bell 

Telephone Laboratories. Following World War I, Frederick R. Lack, working in radio telephony in 

the engineering department, developed the “AT cut” crystal, a crystal that operated through a wide 

range of temperatures. Lack's crystal didn't need the heavy accessories previous crystal used, 

facilitating its use on aircraft. This development allowed Allied air forces to engage in coordinated 

mass attacks through the use of aviation radio. 

Development of piezoelectric devices and materials in the United States was kept within the 

companies doing the development, mostly due to the wartime beginnings of the field, and in the 

interests of securing profitable patents. New materials were the first to be developed — quartz 

crystals were the first commercially exploited piezoelectric material, but scientists searched for 

higher-performance materials. Despite the advances in materials and the maturation of 

manufacturing processes, the United States market did not grow as quickly as Japan's did. Without 

many new applications, the growth of the United States' piezoelectric industry suffered. 

In contrast, Japanese manufacturers shared their information, quickly overcoming technical 

and manufacturing challenges and creating new markets. Japanese efforts in materials research 

created piezoceramic materials competitive to the U.S. materials but free of expensive patent 

restrictions. Major Japanese piezoelectric developments included new designs of piezoceramic 

filters for radios and televisions, piezo buzzers and audio transducers that can connect directly to 

electronic circuits, and the piezoelectric igniter, which generates sparks for small engine ignition 

systems (and gas-grill lighter) by compressing a ceramic disc. Ultrasonic transducers that transmit 

sound waves through air had existed for quite some time but first saw major commercial use in 

early television remote controls. These transducers now are mounted on several car models as an 

echolocation device, helping the driver determine the distance from the rear of the car to any objects 

that may be in its path. 

 

10.3. Piezoelectricity 

The word ‘‘piezoelectricity’’ is derived from the Greek ‘‘piezein’’, which means to 

‘‘squeeze’’ or ‘‘press’’ [14–17]. There are two piezoelectric effects: direct effect and converse 

effect. The direct effect (designated as a generator) is identified with the phenomenon whereby 

electrical charge (polarization) is generated from a mechanical stress, whereas the converse effect 

http://en.wikipedia.org/wiki/Piezo_ignition
http://en.wikipedia.org/wiki/Automobile
http://en.wikipedia.org/wiki/Acoustic_location
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(designated as a motor) is associated with the mechanical movement generated by the application of 

an electrical field. Therefore, piezoelectric energy harvesting is to use the direct effect (generator). 

Properties of piezoelectric materials are generally characterized by kp, k33, d33, d31, and g33. 

The k factors (e.g., k33, k31, and kp), which are also called piezoelectric coupling factors, are 

convenient and direct measurements of the overall strength of the electromechanical effects, i.e., the 

ability of the ceramic transducer to convert one form of energy to another. They are defined as the 

square root of the ratio of energy output in electrical form to the total mechanical energy input 

(direct effect), or the square root of the ratio of the energy available in mechanical form to the total 

electrical energy input (converse effect). Because the conversion of electrical to mechanical energy 

(or vice versa) is always incomplete, k is always less than unity. Commonly used as a figure-of-

merit for piezoelectrics, the higher k values are most desirable and constantly sought after in new 

materials. For ceramics, kp is a typical measure used to compare piezoelectric properties of 

ferroelectric materials-values ranging from 0.35 for BaTiO3 to as high as 0.72 for PLZT [14]. 

The d coefficients are called piezoelectric coefficients, having magnitudes of ×10-12 C N-1 

(or pC N-1) for the direct effect and ×10-12 m V-1 (or pm V-1) for the converse effect, respectively. 

Subscript is used to describe the relative direction of inputs and outputs. For example, d31 means 

that this piezoelectric coefficient relates to the generation of polarization (direct effect) in the 

electrodes perpendicular to the vertical direction (3) and to the stress mechanically applied in the 

lateral direction (1), while d33 indicates the polarization generated in the vertical direction (3) when 

the stress is applied in the same direction. There are also other similar symbols [14]. 

g factors are called open-circuit coefficients, another parameters used to evaluate 

piezoelectric ceramics for their ability to generate large amounts of voltage per unit of input stress. 

The g constant is related to d constant: g = d / Kε0 (K is relative dielectric constant and ε0 is the 

dielectric constant of free space). High-g-constant piezoelectric ceramics are usually 

ferroelectrically hard materials whose polarizations are not readily switched and thus they possess 

lower K values. 

Piezoelectricity is usually discussed together with ferroelectricity and pyroelectricity, 

because they have interesting inter-relationships in terms of crystal structures. All crystals can be 

categorized into 32 different classes. In the theory of point groups, these classes are determined by 

using several symmetry elements: (i) center of symmetry, (ii) axis of rotation, (iii) mirror planes, 

and (iv) several combinations of them. The 32 point groups are subdivisions of seven basic crystal 

systems that are, in order of ascending symmetry, triclinic, monoclinic, orthorhombic, tetragonal, 

rhombohedral (trigonal), hexagonal, and cubic (Fig. 10.2). 21 classes out of the 32 point groups are 

noncentrosymmetric, which is a necessary condition for piezoelectricity to exist. 20 of them are 

piezoelectric. Of the 20 piezoelectric crystal classes, 10 crystals are of pyroelectric properties. 
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Within a given temperature range, this group of materials is permanently polarized. Compared to 

the general piezoelectric polarization produced under stress, the pyroelectric polarization is 

developed spontaneously and kept as permanent dipoles in the structure. Because this polarization 

varies with temperature, the response is termed as pyroelectricity. Within the pyroelectric group, 

there is a subgroup that has spontaneous polarization, which is called ferroelectric materials. On one 

hand, the polarization in a ferroelectric material is similar to the polarization in a pyroelectric one. 

On the other hand, there is difference between the two polarizations because the ferroelectric 

polarization is reversible by an external applied electric field, provided that the applied field is less 

than the dielectric breakdown of the materials. Therefore, materials that can be defined as 

ferroelectrics must have two characteristics: the presence of spontaneous polarization and 

reversibility of the polarization under electric field [14, 15]. Figure 10.3 shows their inter-

relationship, together with general dielectrics. This inter-relationship is important because 

ferroelectric materials have best piezoelectric properties than nonferroelectric materials (Fig.10.4). 

 

 
Fig. 10.2. Crystal lattice structure and symmetric groups.  

 



 
 

9 

 
Fig. 10.3. Inter-relationship among piezoelectric, ferroelectric, pyroelectric and dielectric materials. 

Ferroelectric materials have superior pyroelectric, piezoelectric and dielectric properties than 

nonferroelectric materials. 

 

 

Fig. 10.4. Possible application of the ferroelectric films. 

 

Ferroelectric materials can be grouped into four subcategories according to their crystal 

structures: perovskite group, pyrochlore group, tungsten-bronze group, and bismuth layer structure 

group, among which the perovskite group is the most important and thus the most widely studied. 

Perovskite is usually expressed as ABO3. A typical ABO3 unit-cell structure is shown in Fig. 10.5, 

taking PbTiO3 as an example [14, 15, 17]. It consists of a corner-linked network of oxygen 

octahedra, creating an octahedral cage (B-site) and the interstices (A-sites). Ti4+ ions occupy the B-



 
 

10 

site while Pb2+ ions occupy the A-site. Figure 10.5 also shows the paraelectric and ferroelectric 

states of PbTiO3. Most ferroelectric materials undergo a structural phase transition from a high 

temperature paraelectric phase into a low temperature ferroelectric phase. The paraelectric phase 

always has a higher symmetry than the ferroelectric phase. The temperature of the phase transition 

is called as the Curie temperature (TC). Different ferroelectric materials have different values of TC, 

which can be either lower than liquid nitrogen (LN) temperature or higher than 1,000 °C. For a 

given material (composition), the TC is closely related to microstructure (grain size and distribution, 

density, porosity, and pore size and distribution, and impurity, and so on). Generally, the TC of a 

given material decreases with decreasing grain size [21]. 

 

 
Fig. 10.5. Schematic perovskite structure of PbTiO3, with cubic (C) structure in the paraelectric 

state (Ps = 0) and tetragonal (T) structure in the ferroelectric state (Ps ≠ 0). 

 

 

In the ferroelectric state, the ability of displacement of the central Ti4+ ion is the cause for 

the reversibility of polarization. The switch of many adjacent unit cells is referred to as domain 

reorientation or switching. The homogeneous areas of the material with the same polarization 

orientation are referred to as domains, with domain walls existing between areas of unlike 

polarization orientation [2, 3]. For as-prepared piezoelectric ceramics, the domains are randomly 

oriented and thus the net polarization of materials is zero because of their cancellation effect (Fig. 

10.6). Therefore, the as-prepared piezoelectric ceramics have no piezoelectric effect. To show 

piezoelectric properties, the newly obtained polycrystalline piezoelectric ceramics must be poled at 

strong external DC electric fields (10–100 kV cm-1). Poling is to electrically align the orientation of 

the randomly distributed domains within the grains and to make ferroelectric ceramics act like a 

single crystal possessing both ferroelectric and piezoelectric properties. Poling is usually conducted 

at elevated temperatures, because polarization would be more compliant at high temperatures [14, 
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15]. After poling during cooling, the applied voltages should be remained until the temperature is 

sufficiently low. 

 

 

 
Fig. 10.6. Polarization of ceramic material to generate piezoelectric effect. 

 

 

10.3.1. Piezoelectric Direct and Converse Effects 

The domains of the piezoelectric ceramic element are aligned by the poling process. In the 

poling process the piezoelectric ceramic element is subjected to a strong DC electric field, usually at 

temperature slightly below the Curie temperature. When a poled piezoelectric ceramic is 

mechanically strained it becomes electrically polarized, producing an electrical charge on the 

surface of the materials (direct piezoelectric effect), piezoelectric sensors work on the basis of this 

particular property. The electrodes attached on the surface of the piezoelectric material helps to 

collect electric charge generated and to apply the electric field to the piezoelectric element. 

When an electric field is applied to the poled piezoelectric ceramic through electrodes on its 

surfaces, the piezoelectric material gets strained (converse effect). The converse effect property is 

used for actuator purposes. Figure 10.7 shows the converse piezoelectric effect.  

Based on the converse and direct effects, a piezoelectric material can act as a transducer to 

convert mechanical to electrical or electrical to mechanical energy. When piezoelectric transducer 

converts the electrical energy to mechanical energy it is called as piezo-motor/ actuator, and when it 

converts the mechanical energy to electrical energy it is called as piezo-generator/ sensor. The 

sensing and the actuation capabilities of the piezoelectric materials depend mostly on the coupling 
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coefficient, the direction of the polarization, and on the charge coefficients (d31 and d33). Figure 

10.8 in the form of block diagrams shows the transducer characteristics of the piezoelectric 

materials. 

 

Fig. 10.7. Piezoelectric material. 

 

 

Fig. 10.8. Piezoelectric transducer. 

 

 

10.3.2. Piesoelectric Effect Basics 

A piezoelectric substance is one that produces an electric charge when a mechanical stress is 

applied (the substance is squeezed or stretched). Conversely, a mechanical deformation (the 

substance shrinks or expands) is produced when an electric field is applied. This effect is formed in 

crystals that have no center of symmetry. To explain this, we have to look at the individual 

molecules that make up the crystal. Each molecule has a polarization, one end is more negatively 

charged and the other end is positively charged, and is called a dipole. This is a result of the atoms 

that make up the molecule and the way the molecules are shaped. The polar axis is an imaginary 

line that runs through the center of both charges on the molecule. In a monocrystal the polar axes of 
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all of the dipoles lie in one direction (Fig. 10.9). The crystal is said to be symmetrical because if you 

were to cut the crystal at any point, the resultant polar axes of the two pieces would lie in the same 

direction as the original. In a polycrystal, there are different regions within the material that have a 

different polar axis. It is asymmetrical because there is no point at which the crystal could be cut 

that would leave the two remaining pieces with the same resultant polar axis. Figure 10.9 illustrates 

this concept. 

 

 

Fig. 10.9. Mono vs. poly crystals. 

 

In order to produce the piezoelectric effect, the polycrystal is heated under the application of 

a strong electric field. The heat allows the molecules to move more freely and the electric field 

forces all of the dipoles in the crystal to line up and face in nearly the same direction (Fig. 10.6). 

The piezoelectric effect can now be observed in the crystal. Figure 10.10 and Fig. 10.11 

illustrate the piezoelectric effect. Figure 10.10(a) shows the piezoelectric material without a stress 

or charge. If the material is compressed, then a voltage of the same polarity as the poling voltage 

will appear between the electrodes (b). If stretched, a voltage of opposite polarity will appear (c). 

Conversely, if a voltage is applied the material will deform. A voltage with the opposite polarity as 

the poling voltage will cause the material to expand (d), and a voltage with the same polarity will 

cause the material to compress (e). If an AC signal is applied then the material will vibrate at the 

same frequency as the signal (f). 

The nature of the piezoelectric effect is closely related to the occurrence of electric dipole 

moments in solids. The latter may either be induced for ions on crystal lattice sites with asymmetric 

charge surroundings (as in BaTiO3 and PZTs) or may directly be carried by molecular groups (as in 

cane sugar). The dipole density or polarization (dimensionality [C⋅m/m3] ) may easily be calculated 

for crystals by summing up the dipole moments per volume of the crystallographic unit cell [22]. As 

every dipole is a vector, the dipole density P is a vector field. Dipoles near each other tend to be 

aligned in regions called Weiss domains. The domains are usually randomly oriented, but can be 

aligned using the process of poling (not the same as magnetic poling), a process by which a strong 

http://en.wikipedia.org/wiki/Electric_dipole_moment
http://en.wikipedia.org/wiki/Electric_dipole_moment
http://en.wikipedia.org/wiki/Ions
http://en.wikipedia.org/wiki/Crystal_lattice
http://en.wikipedia.org/wiki/BaTiO3
http://en.wikipedia.org/wiki/PZT
http://en.wikipedia.org/wiki/Cane_sugar
http://en.wikipedia.org/wiki/Polarization_density
http://en.wikipedia.org/wiki/Crystals
http://en.wikipedia.org/wiki/Unit_cell
http://en.wikipedia.org/wiki/Vector_field
http://en.wikipedia.org/wiki/Magnet%23Magnetizing_ferromagnets
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electric field is applied across the material, usually at elevated temperatures. Not all piezoelectric 

materials can be poled [23]. 

Of decisive importance for the piezoelectric effect is the change of polarization P when 

applying a mechanical stress. This might either be caused by a re-configuration of the dipole-

inducing surrounding or by re-orientation of molecular dipole moments under the influence of the 

external stress. Piezoelectricity may then manifest in a variation of the polarization strength, its 

direction or both, with the details depending on (i) the orientation of P within the crystal, (ii) crystal 

symmetry and (iii) the applied mechanical stress. The change in P appears as a variation of surface 

charge density upon the crystal faces, i.e. as a variation of the electric field extending between the 

faces caused by a change in dipole density in the bulk. For example, a 1 cm3 cube of quartz with 2 

kN (500 lbf) of correctly applied force can produce a voltage of 12500 V [24]. 

Piezoelectric materials also show the opposite effect, called converse piezoelectric effect, 

where the application of an electrical field creates mechanical deformation in the crystal. 

 

 

 

Fig. 10.10. Examples of piezoelectric effect. 

 

http://en.wikipedia.org/wiki/Mechanical_stress
http://en.wikipedia.org/wiki/Crystal_symmetry
http://en.wikipedia.org/wiki/Crystal_symmetry
http://en.wikipedia.org/wiki/Charge_density
http://en.wikipedia.org/wiki/Electric_field
http://en.wikipedia.org/wiki/Volt
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Fig. 10.11. Basic piezoelectric modes. 

 

Piezoelectric Benders. Piezoelectric benders are often used to create actuators with large 

displacement capabilities (Fig. 10.12). The bender works in a mode which is very similar to the 

action of a bimetallic spring. Two separate bars or wafers of piezoelectric material are metallized 

and poled in the thickness expansion mode. They are then assembled in a + -+ - stack and 

mechanically bonded. In some cases, a thin membrane is placed between the two wafers. The outer 

electrodes are connected together and a field is applied between the inner and outer electrodes. The 

result is that for one wafer the field is in the same direction as the poling voltage while the other is 

opposite to the poling direction. This means that one wafer is increasing in thickness and decreasing 

in length while the other wafer is decreasing in thickness and increasing in length, resulting in a 

bending moment. 

 

Fig. 10. 12. Schematic image of piezoelectric bender. 
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10.3.3. Poling and post poling 

Piezoelectric ceramic materials, as stated ealier, are not piezoelectric until the random 

ferroelectric domains are aligned. This alignment is accomplished through a process known as 

"poling". Poling consists of inducing a DC voltage across the material. The ferroelectric domains 

align to the induced field resulting in a net piezoelectric effect (Fig. 10.6). It should be noted that 

not all the domains become exactly aligned. Some of the domains only partially align and some do 

not align at all. The number of domains that align depends upon the poling voltage, temperature, 

and the time the voltage is held on the material. During poling the material permanetly increases in 

dimension between the poling electrodes and decreases in dimensions parallel to the electrodes. The 

material can be depoled by reversing the poling voltage, increasing the temperature beyond the 

materials Currie point, or by inducing a large mechanical stress. 

Applied Voltage. Voltage applied to the electrodes at the same polarity as the original poling 

voltage results in a further increase in dimension between the electrodes and decreases the 

dimensions parallel to the electrodes. Applying a voltage to the electrodes in an opposite direction 

decreases the dimension between the electrodes and increases the dimensions parallel to the 

electrodes. 

Applied Force. Applying a compressive force in the direction of poling (perpendicular to the 

poling electrodes) or a tensile force parallel to the poling direction results in a voltage generated on 

the electrodes which has the same polarity as the original poling voltage. A tensile force applied 

perpendicular to the electrodes or a compressive force applied parallel to the electrodes results in a 

voltage of opposite polarity. 

Shear. Removing the poling electrodes and applying a field perpendicular to the poling 

direction on a new set of electrodes will result in mechanical shear. Physically shearing the ceramic 

will produce a voltage on the new electrodes. 

 

10.3.4. Mathematical Description 

It is best to start with an understanding of common dielectric materials in order to 

understand the piezoelectric effect. The defining equations for high permittivity dielectrics are: 

t
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where C is the capacitance, A is the capacitor plate area, εr=K is the relative dielectric constant, 

ε0=8.86×10-12 F/m  is the dielectric constant of air, ε is the dielectric constant, V is the voltage, t is 

the thickness or plate separation, Q is the charge. 

In addition, we can define electric displacement, D, as charge density or the ratio of charge 

to the area of the capacitor: 

t
V

A
QD ε

==       (3) 

and further define the electric field as: 

t
VE =   or .ED ε=      (4) 

These equations are true for all isotropic dielectrics. Piezoelectric ceramic materials are 

isotropic in the unpolarized state, but they become anisotropic in the poled state. In anisotropic 

materials, both the electric field and electric displacement must be represented as vectors with three 

dimensions in a fashion similar to the mechanical force vector. This is a direct result of the 

dependency of the ratio of dielectric displacement, D, to electric field, E, upon the orientation of the 

capacitor plate to the crystal (or poled ceramic) axes. This means that the general equation for 

electric displacement can be written as a state variable equation: 

.jiji ED ε=       (5) 

The electric displacement is always parallel to the electric field, thus each electric displacement 

vector, Di, is equal to the sum of the field vector, Ej, multiplied by its corresponding dielectric 

constant, εij: 
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     (6) 

Fortunately, the majority of the dielectric constants for piezoelectric ceramics (as opposed to single 

crystal piezoelectric materials) are zero. The only non-zero terms are: 

., 332211 εεε =        (7) 

Axis nomenclature. The piezoelectric effect, as stated previously, relates mechanical effects 

to electrical effects. These effects, as shown above, are highly dependent upon their orientation to 

the poled axis. It is, therefore, essential to maintain a constant axis numbering scheme (Fig.10.13). 
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Fig. 10.13. Axis numbering scheme. 

 

For electro-mechanical constants: 

dab, a is the electrical direction; b is the mechanical direction. 

Electrical - mechanical analogies. Piezoelectric devices work as both electrical and 

mechanical elements. There are several electrical - mechanical analogies that are used in designing 

modeling the devices (Table 10.3). 

Table 10.3. Electrical –mechanical analogies. 

Electrical unit Mechanical Unit 

V   Voltage (Volts)  f   Force (Newtons) 

I   Current (Amps)  v   Velocity (Meters / Second) 

Q   Charge (Coulombs)  s   Displacement (Meters) 

C   Capacitance (farads)  CM   Compliance (Meters / Newton) 

L   Inductance (henrys) M   Mass (Kg) 

Z   Impedance  ZM   Mechanical Impedance 

I = dQ/dt v = ds/dt 

V = L dI/dt= L d2Q/dt2 f = M dv/dt = M d2s/dt.2 

 

Coupling. Coupling is a key constant used to evaluate the "quality" of an electro-mechanical 

material. This constant represents the efficiency of energy conversion from electrical to mechanical 

or mechanical to electrical. 
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InputEnergy  Mechanical
Charge Electrical  toConvertedEnergy  Mechanical2 =k     (8) 

or 

 

InputEnergy  Electrical
ntDisplaceme Mechanical  toConvertedEnergy  Electrical2 =k    (9) 

 

Electrical, mechanical property changes with load. Piezoelectric materials exhibit the 

somewhat unique effect that the dielectric constant varies with mechanical load and the Young's 

modulus varies with electrical load. 

Dielectric Constant 

)(
2

)( )1( clampedrfreer k εε =−      (10) 
This means that the dielectric "constant" of the material reduces with mechanical load. Here "free" 

stands for a state when the material is able to change dimensions with applied field. "Clamped" 

refers to either a condition where the material is physically clamped or is driven at a frequency high 

enough above mechanical resonance that the device can't respond to the changing E field. 

Elastic Modulus (Young's Modules) 

shortopen YkY =− )1( 2
)(      (11) 

This means that the mechanical "stiffness" of the material reduces when the output is electrically 

shorted. This is important in that both the mechanical loss (QM) and resonate frequency will change 

with load. This is also the property that is used in the variable dampening applications. 

Elasticity. All materials, regardless of their relative hardness, follow the fundamental law of 

elasticity. The elastic properties of the piezoelectric material control how well it will work in a 

particular application. The first concepts, which need to be defined, are stress and strain (Fig. 10. 

14). For a given bar of any material: 

 

Fig. 10. 14. Elasticity of the materials. 

 



 
 

20 

The relationship between stress and strain is Hooke's Law which states that, within the 

elastic limits of the material, strain is proportional to stress. 

sTS =       (12) 
or, for an anisotropic material 

.jiji TsS =       (13) 

Note: The constant relating stress and strain is the modulus of elasticity or Young's modulus and is 

often represented by Y. 

Piezoelectric Equation. It has been previously shown that when a voltage is applied across a 

capacitor made of normal dielectric material, a charge results on the plates or electrodes of the 

capacitor. Charge can also be produced on the electrodes of a capacitor made of a piezoelectric 

material by the application of stress. This is known as the Direct Piezoelectric Effect. Conversely, 

the application of a field to the material will result in strain. This is known as the Inverse 

Piezoelectric Effect. The equation, which defines this relationship, is the piezoelectric equation. 

jiji TdD =       (14) 

where Di is the  electric displacement (or charge density), dij is the piezoelectric modulus, the ratio 

of strain to applied field or charge density to applied mechanical stress. 

Stated differently, d measures charge caused by a given force or deflection caused by a 

given voltage. We can, therefore, also use this to define the piezoelectric equation in terms of field 

and strain. 

j
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Earlier, electric displacement was defined as 

.jiji ED ε=       (16) 

therefore, 

jijjij TdE =ε       (17) 

and  

j
ij

ij
j T

d
E

ε
=       (18) 

which results in a new constant 
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This constant is known as the piezoelectric constant and is equal to the open circuit field developed 

per unit of applied stress or as the strain developed per unit of applied charge density or electric 

displacement. The constant can then be written as: 

.
/
/

/
/

2 tV
LL

meternewtons
metervolts

stress
fieldg

ε
∆

===     (20) 

Fortunately, many of the constants in the formulas above are equal to zero for PZT piezoelectric 

ceramics. The non-zero constants are: s11 = s22, s33, s12, s13 = s23, s44, s66 = 2 ( s11 - s12 ); d31 = d32, 

d33, d15 = d24. 

Let’s consider more general presentation of above equations. Piezoelectricity is the 

combined effect of the electrical behavior of the material: 

jiji EDED εε =⇒=


      (21) 

where D is the electric charge density displacement (electric displacement), ε is permittivity and E 

is electric field strength, and Hooke's Law: 

klijklij TsSTsS =⇒=


      (22) 

where S is strain, s is compliance and T is stress. 

These may be combined into so-called coupled equations, of which the strain-charge form 

is: 

kkijklijklij EdTsSEdTsS +=⇒+=


     (23) 

.jijjkijki ETdDETdD εε +=⇒+=


     (24) 

In matrix form, 

 

{ } [ ]{ } [ ]{ }EdTsS tE +=      (25) 

{ } [ ]{ } [ ]{ },ETdD Tε+=      (26) 

 

where [d] is the matrix for the direct piezoelectric effect and [dt] is the matrix for the converse 

piezoelectric effect. The superscript E indicates a zero, or constant, electric field; the superscript T 

indicates a zero, or constant, stress field; and the superscript t stands for transposition of a matrix. 

The strain-charge for a material of the 4mm (C4v) crystal class (such as a poled piezoelectric 

ceramic such as tetragonal PZT or BaTiO3) as well as the 6mm crystal class may also be written as: 

 

http://en.wikipedia.org/wiki/Electric_displacement
http://en.wikipedia.org/wiki/Permittivity
http://en.wikipedia.org/wiki/Electric_field_strength
http://en.wikipedia.org/wiki/Hooke%27s_Law
http://en.wikipedia.org/wiki/Strain_(materials_science)
http://en.wikipedia.org/wiki/Stiffness%23Compliance
http://en.wikipedia.org/wiki/Stress_(physics)
http://en.wikipedia.org/w/index.php?title=Coupled_equation&action=edit&redlink=1
http://en.wikipedia.org/wiki/Transpose
http://en.wikipedia.org/wiki/Matrix_(mathematics)
http://en.wikipedia.org/wiki/Tetragonal_crystal_system
http://en.wikipedia.org/wiki/Crystal_system
http://en.wikipedia.org/wiki/Hexagonal_crystal_system%23Hexagonal_crystal_system
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where the first equation represents the relationship for the converse piezoelectric effect and the 

latter for the direct piezoelectric effect [25].  

Although the above equations are the most used form in literature, some comments about the 

notation are necessary. Generally D and E are vectors, that is, Cartesian tensor of rank 1; and 

permittivity ε is Cartesian tensor of rank 2. Strain and stress are, in principle, also rank-2 tensors. 

But conventionally, because strain and stress are all symmetric tensors, the subscript of strain and 

stress can be re-labeled in the following fashion: 11 → 1; 22 → 2; 33 → 3; 23 → 4; 13 → 5; 12 → 

6. (Different convention may be used by different authors in literature. Say, some use 12 → 4; 23 

→ 5; 31 → 6 instead.) That is why S and T appear to have the "vector form" of 6 components. 

Consequently, s appears to be a 6 by 6 matrix instead of rank-4 tensor. Such a re-labeled notation is 

often called Voigt notation. Whether the shear strain components S4, S5, S6 are tensor components or 

engineering strains is another question. In the equation above, they must be engineering strains for 

the 6,6 coefficient of the compliance matrix to be written as shown, i.e., )(2 1211
EE ss − . Engineering 

shear strains are double the value of the corresponding tensor shear, such as S6=2S12 and so on. This 

also means that s66=1/G12, where G12 is the shear modulus. 

In total, there are 4 piezoelectric coefficients, dij, εij, gij and hij defined as follows: 
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http://en.wikipedia.org/wiki/Vector_(geometric)
http://en.wikipedia.org/wiki/Cartesian_tensor
http://en.wikipedia.org/wiki/Tensors
http://en.wikipedia.org/wiki/Voigt_notation


 
 

23 

T

i

jD

j

i
ij D

S
T
Eg )()(

∂

∂
=

∂
∂

−=       (31) 

S

i

jD

j

i
ij D

T
S
Eh )()(

∂

∂
−=

∂
∂

−=       (32) 

where the first set of 4 terms correspond to the direct piezoelectric effect and the second set of 4 

terms correspond to the converse piezoelectric effect [26]. A formalism has been worked out for 

those piezoelectric crystals, for which the polarization is of the crystal-field induced type, that 

allows for the calculation of piezoelectrical coefficients dij from electrostatic lattice constants or 

higher-order Madelung constants [22].  

 Let’s consider the physical meaning of various piezoelectric coefficients (dij, gij, sij, kij, and 

εij). These coefficients play an important role in the performance of the piezoelectric materials [27].  

Piezoelectric Constant (dij). It is defined as the ratio of the strain in j-axis to the electric field 

applied along the i-axis, when all external stresses are held constant. For example d31 is the ratio of 

strain along axis 1 to the electric field applied along the axis 3.  

Piezoelectric Constant (gij). It is the ratio of strain developed along the j-axis to the charge 

(per unit area) deposited on electrodes perpendicular to the i-axis.  

Elastic Compliance (sij). It is the ratio of the strain in the i-direction to the stress in the j-

direction, given that there is no charge of stress along the other two directions.  

Dielectric Coefficient (εij). Determines the charge per unit area in the i-axis due to an electric 

field applied in the j-axis. The relative dielectric constant is defined as the ratio of the absolute 

permittivity of the material by permittivity of the free space.  

Piezoelectric Coupling Coefficient (kij). This coefficient represents the ability of a 

piezoelectric material to transform electrical energy to mechanical energy and vice versa. This 

transformation of energy between mechanical and electrical domains is employed in both sensors 

and actuators made from piezoelectric materials. The ij index indicates that the stress, or strain is in 

the direction j, and the electrodes are perpendicular to the i-axis.  

 Loss. There are two sources for loss in a piezoelectric device. One is mechanical, the other is 

electrical. 

Mechanical Loss:  

Resistance Mechanical
Reactance Massor  Reactance Stiffness Mechanical

=MQ    (33) 

Electrical Loss:  

Reactance Series Effective
Resistance Series Effectivetan =δ      (34) 

 

http://en.wikipedia.org/wiki/Madelung_constant


 
 

24 

10.4. Piezoelectric Materials 

 

10.4.1. Single Crystals 

Many materials, both natural and synthetic, exhibit piezoelectricity. The piezoelectric effect 

occurs only in non conductive materials. Piezoelectric materials can be divided in 2 main groups: 

crystals and cermaics.  

Naturally occurring crystals: Quartz, Berlinite (AlPO4), a rare phosphate mineral that is 

structurally identical to quartz, Sucrose (table sugar), Rochelle salt, Topaz, Tourmaline-group 

minerals, Lead titanate (PbTiO3). Although PbTiO3 occurs in nature as mineral macedonite [28, 29], 

it is synthesized for research and applications. The action of piezoelectricity in Topaz can probably 

be attributed to ordering of the (F,OH) in its lattice, which is otherwise centrosymmetric: 

Orthorhombic Bipyramidal (mmm). Topaz has anomalous optical properties which are attributed to 

such ordering [30]. 

Quartz, lithium nibonate (LiNbO3), and lithium tantalite (LiTaO3) are some of the most 

popular single crystals materials. The single crystals are anisotropic in general and have different 

properties depending on the cut of the materials and direction of bulk or surface wave propagation. 

These materials are essential used for frequency stabilized oscillators and surface acoustic devices 

applications [31]. 

Quartz. The most well-known piezoelectric material is quartz (SiO2) (Fig. 10.15). Quartz is 

the trigonal crystallized silica (SiO2) and is one of the most common crystals on earth's surface. 

Quartz belongs to the trigonal crystal system. The ideal crystal shape is a six-sided prism 

terminating with six-sided pyramids at each end.  The building blocks of quartz are SiO4 tetrahedra. 

In nature quartz crystals are often twinned, distorted, or so intergrown with adjacent crystals of 

quartz or other minerals as to only show part of this shape, or to lack obvious crystal faces 

altogether and appear massive. Quartz shows a strong piezoelectric effect perpendicularly to the 

prism axis (Fig. 10.16). Applying pressure on a quartz crystal generates an electrical polarization 

along the pressure direction. Alternatively, applying an electrical tension leads to a mechanical 

deformation of the crystal. 

 

http://en.wikipedia.org/wiki/Quartz
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http://en.wikipedia.org/wiki/Trigonal_crystal_system
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Fig. 10.15. Quartz crystals. 

 

 

Fig. 10.16. Quartz crystal with 3 most important piezoelectric elements X-cut is used for expansion 

or contraction in thickness direction on application of electric field in X direction; Ybar expands 

and contracts in length when field applied in X direction. AT plate shows shear in side faces when 

field applied in thickness direction; it excels in low temperture variation on resonance frequency. 

 

III-V and II-VI Semiconductors. A piezoelectric potential can be created in any bulk or 

nanostructured semiconductor crystal having non central symmetry, such as the Group III-V and II-
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VI materials, due to polarization of ions under applied stress and strain. This property is common to 

both the zincblende and wurtzite crystal structures. To first order there is only one independent 

piezoelectric coefficient in zincblende, called e14, coupled to shear components of the strain. In 

wurtzite instead there are 3 independent piezoelectric coefficients: ε31, ε33 and ε15. The 

semiconductors where the strongest piezoelectricity is observed are those commonly found in the 

wurtzite structure, i.e. GaN, InN, AlN and ZnO. ZnO is the most used material in the recent field of 

piezotronics. Since 2006 there have also been a number of reports of strong non linear piezoelectric 

effects in polar semiconductors [32]. Such effects are generally recognized to be at least important 

if not of the same order of magnitude as the first order approximation. 

 

10.4.2. Piezoelectric Ceramics 

Piezoelectric ceramics are widely used at present for a large number of applications. Most of 

the piezoelectric ceramics have perovskite structure. This ideal structure consists of a simple cubic 

cell that has a large cation “A” at the corner, a smaller cation “B” in the body center, and oxygen O 

in the centers of the faces. The structure is a network of corner-linked oxygen octahedral 

surroundings B cations. 

For the case of Barium Titanate ceramic, the large cation A is Ba+2, smaller cation B is Ti+4. 

The unit cell of perovskite cubic structure of Barium Titanate is shown in Fig. 10.17. The 

piezoelectric properties of the perovskite-structured materials can be easily tailored for applications 

by incorporating various cations in the perovskite structure. Barium Titanate (BaTiO3) and Lead 

Titanate (PbTiO3) are the common examples of the perovskite piezoelectric ceramic materials 

[27,31]. 

 

Fig. 10.17. Crystalline structure of a Barium Titanate (Perovskite structure). 
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Microstructures of piezoelectric ceramics. Fully dense piezoelectric ceramics (>95 % of 

theoretical density) are required by most applications for several reasons (Fig. 10.18). Firstly, a full 

densification ensures the ceramics to have their maximum performance. For example, the 

piezoelectric constant of piezoceramics usually decreases with decreasing density. This is because 

the pores or vacuum have no piezoelectric effect. Secondly, the presence of pores is generally a 

cause of high loss tangent, since porosity could provide a conduction path for electricity and thus 

could be a main contribution to dielectric loss tangent, as conduction loss. In this case, external 

electric fields cannot be applied to the materials effectively. Moreover, electrical conduction caused 

by porosity is also responsible for degraded electrical breakdown strength. Finally, mechanical 

strength, sometimes a critical requirement for some specific applications, especially as actuators, is 

directly related to density of the materials used.  

Generally, the densities of piezoelectric ceramics increase with increasing sintering 

temperature. However, very high temperature is not suitable for lead- and bismuth-containing 

piezoelectric materials, which is due to the volatility characteristic of lead and bismuth. High 

temperature sintering also leads to abnormal grain growth (secondary grain growth). The presence 

of exaggeratedly grown grains is harmful to the performance for most piezoelectric ceramics. To 

effectively enhance the densification of piezoelectric ceramics at relatively low temperatures, 

various attempts have been made and have been widely reported in the literature. The main 

strategies that have been employed to reduce the sintering temperature of piezoelectric ceramics are 

the use of fine/ultrafine powders and the addition of sintering aids. If sintering aids are used, they 

must have relatively low melting points and no reaction with the piezoelectric phases during 

sintering process. Grain size is another important factor that determines piezoelectric properties of 

piezoceramics [33, 34]. The variation in grain size with sintering temperature is similar to that of 

density, i.e., grain size increases with increasing sintering temperature. There is a critical grain size 

for most piezoelectric ceramics. These properties can be optimized by adjusting materials 

processing parameters. 
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Fig. 10.18. Polycrystalline ceramics. 

Typical piezoceramics. As mentioned above, lead zirconate titanate (Pb(ZrxTi1-x)O3 or PZT, 

x = 0–1) is the most widely used to fabricate piezoelectric ceramics. PZT is a solid solution of 

PbTiO3 (PT) and PbZrO3 (PZ). PT and PZ can form solid solution over composition range. Figure 

10.19 shows a phase diagram of PZT. There exists an almost temperature-independent phase 

boundary at x = 0.52–0.53, which separates a rhombohedral Zr-rich phase from a tetragonal Ti-rich 

phase. Dielectric constant, piezoelectric constant, and electromechanical coupling coefficient all 

exhibit a pronounced maximum value for the composition corresponding to this phase boundary, 

which is generally referred to as the morphotropic phase boundary (MPB) [35, 36]. This is mainly 

attributed to the existence of a mixture of phases at the boundary and the presence of a larger 

number of reorientable polarization directions existing in the MPB mixed-phase region. This is 

reason why PZT is usually meant to be PbZr0.52Ti0.48O3 or PbZr0.53Ti0.47O3 used as piezoceramics in 

the open literature. 

 
Fig. 10.19. Phase diagram of PbZr1-xTixO3 [23]. There is a morphotropic phase boundary (MPB) at 

x = 0.52–0.53, with highest electrical properties 
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PZT ceramics. Conventionally, PZT powder is synthesized by using solid-state reaction 

method, with PbO (Pb3O4), ZrO2, and TiO2 oxide powders as starting materials. Mixtures of the 

three oxide powders with nominated compositions of PZT are ball milled and then calcined at a 

suitable temperature to form the desired perovskite phase. PZT piezoelectric ceramics are obtained 

by sintering the calcined powders at higher temperatures to achieve full densification. 

Based on this basic composition, a large number of modifications have been adapted to cater 

for the requirements of different applications. According to international convention, piezoceramics 

are divided into two groups: soft and hard PZT ceramics. Soft and hard PZT ceramics refer to their 

mobility of the dipoles or domains and hence also to the polarization and depolarization behavior. 

Soft piezoceramics have high domain mobility and thus are easy to be poled. They usually have 

large piezoelectric charge coefficient, moderate values of permittivity, and high coupling factors. 

Hard PZT materials can be subjected to high electrical and mechanical stresses. Their properties 

change only little under these conditions, which makes them more suitable for high-power 

applications. They possess large piezoelectric coupling factors, high qualities, and very good 

stability at high mechanical loads and operating fields. 

Commercially available oxide powders have relatively large grain/particle sizes. The 

synthesis of PZT with these powders requiring a high calcination temperature form the perovskite 

phase [37]. Figure 10.20 shows representative microstructural properties of a set of PZT ceramics 

synthesized by using the conventional solid-state reaction method [37]. PZT powders thus have 

rough particles that lead to high sintering temperature, which is not favorite owing to the volatility 

of Pb. Therefore, special carefulness should be taken when sintering these rough PZT powders to 

avoid the loss of Pb during the sintering process. One of the ways to address this problem is the use 

of fine PZT powders, which can be synthesized by using wet-chemical synthesis methods, such as 

chemical co-precipitation [38] and sol-gel [39]. Due to the high chemical homogeneity provided by 

these wet-chemical processing routes, PZT powders have ultrafine or nanosized grain/particles and 

thus can be sintered at significantly low temperatures. However, these chemical methods are 

relatively less cost-effective, because they require the use expensive starting chemicals and they 

also involve a multistep processing. 

More recently, a novel technique, mechanochemical synthesis with high-energy ball milling, 

was employed to synthesize PZT powders [17]. In this method, the formation of designed 

compounds is due to the reactions of oxide precursors which are activated by mechanical energy, 

instead of the heat energy required in the conventional solid-state reaction process. The mechanical 

technique is superior to both the conventional solid-state reaction and the wet-chemistry-based 

processing routes for several reasons. Firstly, it uses cost-effective and widely available oxides as 
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the starting materials. Secondly, it skips the intermediate temperature calcination step, leading to a 

simpler process. Thirdly, it takes place at room temperature in closely sealed containers, thus 

effectively alleviating the loss of Pb. Furthermore, due to their nanometer scale size and very high 

homogeneity, the mechanochemically derived PZT powders demonstrate much better sintering 

behavior than those synthesized by the conventional solid-state reaction and wetchemical processes. 

 

 

 

Fig. 10.20. Variation in mean grain size, D, and homogeneous deformation parameter, d, as a 

function of the content of PbTiO3 in the PZT system. The symmetries are designated as R rhombic, 

Rh rhombohedral, T tetragonal, and MR1 and MR2 denote morphotropic regions [37]. 

 

As an example, Fig. 10.21 shows XRD patterns of the mixtures (PbO, ZrO2, and TiO2) for 

the composition of PbZr0.52Ti0.48O3, milled for different time durations, using a Fritsch Pulverisette 

five planetary high-energy ball milling system, with tungsten carbide (WC) vials and balls as the 

milling media [40]. After milling for 4 h, no PZT is formed, but the diffraction peaks from PbO are 

greatly broadened and weakened, indicating that the starting oxides have been significantly refined 

as a result of the high-energy ball milling. The diffraction peaks of PbO are further widened and 

reduced in the 8-h milled sample. At the same time, a trace of PZT can be observed. PZT with 

perovskite structure comes to the predominant phase in the samples milled for 15 and 24 h. It is 
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worth mentioning that all the fours samples can be used to make PZT ceramics, which means that 

complete reaction of the precursor oxides is not necessary. This is because the reaction can be 

completed during the sintering processing. In this case, the milling time can be significantly reduced 

to save energy and time. 

 

 

Fig. 10.21. XRD patterns of the mixtures for PbZr0.52Ti0.48O3 milled for different times, using a 

planetary high-energy ball mill and tungsten carbide (WC) media [40]. 

 

 

10.4.3. Thin Film Piezoelectrics. PZT Films  

Both zinc oxide (ZnO) and aluminum nitride (AlN) are simple binary compounds that have 

Wurtzite type structure, which can sputter-deposited in a c-axis oriented thin films on variety of 

substrates. ZnO has reasonable piezoelectric coupling and its thin films are widely used in bulk 

acoustic and SAW devices [31]. 

 

Fig. 10.22. AFM image of PZT thin film. 
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For applications in microelectromechanical system (MEMS), PZT thin films or thick films 

should be used [41]. Although there is no restricted definition, thin films usually have thicknesses 

of <1 µm and thick films are those with thickness of >1 µm. In practice, the thickness of a thick 

film can be up to hundreds of µm. PZT films can be deposited by using physical or chemical 

methods. Physical deposition includes sputtering, physical vapor deposition (PVD), and pulsed laser 

deposition (PLD), while chemical method includes solution, sol-gel, hydrothermal, and chemical 

vapor deposition (CVD). Among these physical and chemical methods, sol-gel has been most 

widely used to deposit PZT films, due to its effectiveness and efficiency. 

Figure 10.23 shows a flow chart for deposition of PZT films by using a sol-gel technique 

[42]. Pb(CH3COO)2⋅5H2O is dissolved in CH3COOH at 120°C, while Zr[CH3(CH2)2CO]4 and 

Ti[(CH2)2CHO]4 are stabilized with acetylaceton. They are then mixed to form 5 M solution with a 

composition of PZT, which is used to deposit PZT films by using spin-coating. After every coating, 

the samples are pyrolyzed at 350°C for 10 min, followed by annealing at 650°C for 30 min. A final 

annealing at 700°C for 30 min is conducted. PZT films with desired thickness can be obtained by 

repeating the pyrolysis-annealing step. 

Figure 10.24 shows XRD patterns of the PZT films deposited for 1–6 times [42]. Pervoskite 

phase has been well formed in all films, which means that the annealing temperature of 700°C is 

sufficient. There is no pyrochlore phase in all samples. The sample coated for just one time has a 

random orientation. However, with increasing thickness, it becomes (100) orientated gradually. 

Cross-sectional SEM images of selected films are shown in Fig. 10.25 [42]. The thickness of the 

sample deposited for one time is ∼0.5 µm. The total thickness of the films increases almost linearly 

with the number of deposition layers, which provides a very effective way to deposit thick PZT 

films. Comparatively, a single layer of PZT film deposited by using normal sol-gel process is much 

less than 0.1 µm. The use of acetic acid is the key to deposit thicker single layer of Pb containing 

films [43 - 45]. By the way, the films have a columnar microstructure, indicating their good 

crystallinity. Nevertheless, deposition of PZT thick films is still a challenge.  
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Fig. 10.23. Flow chart for deposition of PZT films with a modified sol-gel technique to produce 

single layer of PZT with sufficient thickness for thick film fabrication [42]. 

 

Figure 10.26 shows surface SEM images of selected PZT films [42]. All films have dense 

and crack-free microstructure. The average grain size slightly increases with increasing thickness, 

which can be readily attributed to increasing number of annealing times. 

More recently, a new approach, called nanocomposite processing route, has been proposed 

to incorporated high-energy ball milling technique with sol-gel process to deposit thick films, which 

cannot be realized using the typical sol-gel with solution precursors [46 - 50]. This approach has 

combined the advantages of both high-energy milling and the sol-gel process. In this processing, 

commercial PZT powder is milled using a high-energy mill to produce nano-sized PZT powder. 

The nano-sized PZT powder is then milled for one more time with appropriate dispersants, which 

are used to modify its surficial characteristics. The modified PZT nano-sized powder can be readily 

mixed with sol-gel solutions without the presence of agglomerations or precipitations. This kind of 

mixture can be used as same as the normal sol-gel solutions to deposit thick films on various 

substrates. The slurries may also directly be used to other processing, such as tape casing, screen 

printing, and molding [47] (Fig. 10.27). 
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Fig. 10.24. XRD patterns of the PZT films deposited for 1–6 times (layers) with film thickness 

indicated [42]. There is a gradual increase in (100) orientation. 

 

Thick films with thickness of up to 25 µm have been prepared through multilayer deposition 

with one layer being ∼2 µm, which is nearly 50–100 times the normal sol-gel solution process. 

Figure 10.28 shows an example of such thick films [48]. The film is very uniform in thickness, with 

a dense microstructure and narrow distribution of grain sizes (∼100 nm). Compared with the thick 

films prepared by using a precursor made of micro-sized PZT powder, the nanocomposite film has 

electrical properties, which has been attributed to the factor that the latter has a dense microstructure 

than the former. Such kind of composite thick films have been successfully combined with silicon 

technology to fabricate MEMS piezoelectric devices, so that they are suitable for applications in 

mechanical energy harvesting devices. 
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Fig. 10.25. Cross-sectional SEM images of the PZT films deposited for different times (layers): a- 

1, b- 2, c- 3, and d- 6 [42]. All the films have a columnar structure. 

 

PZT ceramics have been prepared from the nanocomposite precursors at much lower 

temperature than that required by the conventional ceramic process [47]. Fully dense PZT ceramics 

can be achieved after sintering at a temperature as low as 800°C. Interestingly, no obvious grain 

growth is observed in the samples sintered at temperatures from 850 to 1,000°C, which means that 

the grain growth is stopped at ∼850°C. The absence of grain growth at high temperatures has been 

attributed to the uniform size distribution and nonagglomeration of the nanocomposite precursors. 

This feature is particularly of importance when this kind of precursor is used to fabricate multilayer 

structured devices in which small thickness of single layer is required. 
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Fig. 10.26. Surface SEM images of the PZT films deposited for different times (layers): a- 1, b- 2, 

c- 3 and d- 5 [42]. Grain size of the films gradually increases with increasing thickness. 

 

 
Fig. 10.27. Representative polarization-field (P-E) hysteresis curve of the PZT films showing their 

high quality [42]. 
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Fig. 10.28. SEM images of the thick film prepared with nanocomposite precursors: a and b 

crosssection and c surface [48].  

 

 

10.4.4. Piezoelectric Polymers 

The polymers like polypropylene, polystyrene, poly (methyl methacrylate), vinyl acetate, 

and odd number nylons are known to possess piezoelectric properties. However, strong 

piezoelectric effects have been observed only in polyvinylidene fluoride (PVDF or PVF2) and 

PVDF copolymers (Fig. 10.29). The molecular structure of PVDF consists of a repeated monomer 

unit (-CF2-CH2-)n . The permanent dipole polarization of PVDF is obtained through a technological 

process that involves stretching and poling of extruded thin sheets of polymer. These piezoelectric 

polymers are mostly used for directional microphones and ultrasonic hydrophones applications [31]. 

 

Fig. 10.29. Polymer: PVD, Co-Polymer. 

 

Polyvinylidene fluoride or polyvinylidene difluoride (PVDF) has been found to show 

piezoelectric (ferroelectric) effect, due to the presence of a non-centrosymmetric unit cell and a net 

polarization in the material [51 - 53]. The common characteristics of piezoelectric polymeric 

materials are: a large dipole moment in the repeating unit, feasibility of crystallization in a 

noncentrosymmetric unit cell, and alignment of molecular dipoles. A dipole moment arises from a 

charge separation between adjacent atoms. In polymers, this can occur between covalently bonded 

atoms along the polymer chain or between adjacent chains. 

PVDF has chains of CH2CF2 and is a semi crystalline polymer. Figure 10.30 shows the 

formation of PVDF polymer through the polymerization of monomer vinylidene fluoride. The 

hydrogen atoms having net positive charge and the fluorine atoms with net negative charge end up 

on opposite sides, as shown in Fig. 10.31. This develops a pole direction (indicated by the small P 

in Fig. 10.31). If the external applied electric field is in the opposite direction of the poled direction 

of the PVDF sheet, it will be stretched in the length direction. If the electric field is in the direction 
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of the poled direction of the PVDF sheet, there will be a contraction in the length direction of the 

sheet. These two responses are shown in Figs. 10.32 and 10.33, respectively, which is the 

mechanism of piezoelectric effect of PVDF. 

 

 
Fig. 10.30. Polymerization of vinylidene fluoride to form PVDF. 

 

 
Fig. 10.31. Schematic diagram of atom arrangement in PVDF molecule. 

 

 
Fig. 10.32. Stretch in length direction occurred if the applied electric field is in the opposite 

direction of the poled direction of the PVDF sheet. 
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Fig. 10.33. Contraction in length direction occurred if the electric field is in the direction of the 

poled direction of the PVDF sheet. 

 

It was later found that copolymers of PVDF with trifluoroethylene (TrFE) are new polymer 

materials with stronger piezoelectric effect. The copolymers have advantages over pure PVDF. The 

P(VDF-co-TrFE) copolymers can be modified by adjusting the compositions of the two 

components. The random copolymers P(VDF-co-TrFE)s are usually synthesized by 

copolymerization of VDF and TrFE monomers. 

 

10.4.5. Piezoelectric Composites 

Piezo-composites comprised piezoelectric ceramics and polymers are promising materials 

because of excellent tailored properties. These materials have many advantages including high 

coupling factors, low acoustic impedance, mechanical flexibility, a broad bandwidth in combination 

with low mechanical quality factor. They are especially useful for underwater sonar and medical 

diagnostic ultrasonic transducers [31]. 

Piezoelectric ceramics have high piezoelectric performances, but are hard and rigid for some 

applications that require flexibility and complicated shapes. To address this problem, composite 

materials are proposed, which consist of piezoelectric ceramic particles and polymer matrix. The 

presence of polymer matrix makes the composites to have mechanical flexibility. Composites are 

usually described by using a notation-connectivity. Figure 10.34 shows schematics of possible 

connectivity of composites with PZT and a polymer [54]. 0, 1, 2, and 3 are used to represent 

spherical particles, 1D wires, rods or fibers, 2D sheets and 3D matrix, respectively. To date, eight 

types of two-phase piezoelectric composites (piezocomposites) have been studied: 0–3, 1–3, 2–2, 

2–3, 3–0, 3–1, 3–2, and 3–3. In these piezocomposites, the first number in the notation denotes the 

physical connectivity of the active phase (PZT) and the second number refers to the physical 

connectivity of the passive phase (polymer). There have been increasing reports on piezocomposites 

based on PZT and PVDF (Fig. 10.35) [55]. 
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Fig. 10.34. Connectivity of constituent phases in piezoelectric ceramic-polymer composites [54]. 

 

Fig. 10.35. Some types of piezoelectric ceramic – polymer composites. 

 

 

10.5. Piezoelectric Material Applications 

 

 

Currently, industrial and manufacturing is the largest application market for piezoelectric 

devices, followed by the automotive industry. Strong demand also comes from medical instruments 

as well as information and telecommunications. The global demand for piezoelectric devices was 

valued at approximately US$14.8 billion in 2010. The largest material group for piezoelectric 

devices is piezocrystal, and piezopolymer is experiencing the fastest growth due to its low weight 

and small size [56]. Piezoelectric crystals are now used in numerous ways. 

The piezoelectric crystal bends in different ways at different frequencies. This bending is 

called the vibration mode. The crystal can be made into various shapes to achieve different 

vibration modes. To realize small, cost effective, and high performance products, several modes 

have been developed to operate over several frequency ranges. These modes allow us to make 
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products working in the low kHz range up to the MHz range. Figure 10.36 shows the vibration 

modes and the frequencies over which they can work. 

 

 

Fig. 10.36. Various vibration modes possible with piezoelectric ceramics. 

 

 

 

10.5.1. Piezoelectric Sensors 

Piezoelectric sensor are devices using the piezoelectric effect to measure acceleration, 

pressure, strain or force and converting them to an electrical signal. Piezoelements are suitable for 

the detection of dynamic processes. In static applications the piezoelectric charges are too small, in 

order to be detected. An amplifier is used to convert the piezoelectric charges into a measurable 

electrical tension. The principle of operation of a piezoelectric sensor is that a physical dimension, 

http://en.wikipedia.org/wiki/Sensor
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transformed into a force, acts on two opposing faces of the sensing element. The main sensor 

parameters are sensitivity, frequency response, stability or repeatability. Depending on the design of 

a sensor, different "modes" to load the piezoelectric element can be used: longitudinal, transversal 

and shear. 

The varieties of piezoelectric microsensors have been developed. Among them are 

accelerometers, micro-resonators, surface acoustic wave (SAW) devices, underwater acoustic 

imaging sensors, etc. Detection of pressure variations in the form of sound is the most common 

sensor application, e.g. piezoelectric microphones (sound waves bend the piezoelectric material, 

creating a changing voltage) and piezoelectric pickups for acoustic-electric guitars. A piezo sensor 

attached to the body of an instrument is known as a contact microphone. Piezoelectric sensors 

especially are used with high frequency sound in ultrasonic transducers for medical imaging and 

also industrial nondestructive testing (NDT). 

For many sensing techniques, the sensor can act as both a sensor and an actuator– often the 

term transducer is preferred when the device acts in this dual capacity, but most piezo devices have 

this property of reversibility whether it is used or not. Ultrasonic transducers, for example, can 

inject ultrasound waves into the body, receive the returned wave, and convert it to an electrical 

signal (a voltage). Most medical ultrasound transducers are piezoelectric. 

When speaking of piezoelectric sensors, it is necessary to distinguish between the axial 

sensor (Fig. 10.37) and the bending sensor (Fig. 10.38). Axial sensors are subjected to a force in the 

polarization direction (33 mode) whereas the force on bending sensor is being exerted perpendicular 

to the polarization direction (31 mode). 

 

Fig. 10.37. Force action in axial sensors. 

 

Axial sensors can either be made from bulk material (single layer) or frommultilayer 

(cofired component), where the latter introduces new options such as active feedback mechanisms 

serving the aim to constantly monitor the functionality of the sensor. 

Bending sensors are commonly made as bulk or bimorph. Noliac bimorphs are co-fired 

structures where the middle electrode is screen-printed in the green state (unfired ceramic) and the 

http://en.wikipedia.org/wiki/Microphone
http://en.wikipedia.org/wiki/Pick_up_(music_technology)
http://en.wikipedia.org/wiki/Acoustic-electric_guitar
http://en.wikipedia.org/wiki/Contact_microphone
http://en.wikipedia.org/wiki/Nondestructive_testing


 
 

43 

external electrodes are applied after firing. Bimorphs can be polarized either in series or parallel, 

depending on customer requirements. Multilayer bending sensors (more than 2 active layers) with 

similar build-up structure as bending actuators are also available. 

 

Fig. 10.38. Force action in bending sensors. 

 

Piezoelectric Pressure Sensors. Piezoelectric Pressure Sensors measure dynamic pressures. 

They are generally not suited for static pressure measurements. Dynamic pressure measurements 

including turbulence, blast, ballistics and engine combustion under varying conditions may require 

sensors with special capabilities. Fast response, ruggedness, high stiffness, extended ranges, and the 

ability to also measure quasi-static pressures are standard features associated with quartz pressure 

sensors. There are two modes of operation for pressure sensors. Charge mode pressure sensors 

generate a high-impedance charge output. ICP (Integrated Circuit Piezoelectric) voltage mode-type 

sensors feature built-in microelectronic amplifiers, which convert the high-impedance charge into a 

low-impedance voltage output. Piezoelectric pressure sensors are available in various shapes and 

thread configurations to allow suitable mounting for various types of pressure measurements (Fig. 

10.39). Quartz crystals are used in most sensors to ensure stable, repeatable operation. The quartz 

crystals are usually preloaded in the housings to ensure good linearity. Tourmaline, another stable 

naturally piezoelectric crystal, is used in some PCB sensors where volumetric sensitivity is 

required. Figure 10.40 illustrates the cross-section of a typical quartz pressure sensor. This 

particular sensor is a General Purpose Series with built-in electronics. 
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Fig. 10.39. Different designs of piezoelectric sensors. 

 

 

Fig. 10.40. Typical ICP Quartz pressure sensor. 

 

In addition to those mentioned above, various piezoelectric sensor applications include: 

- the detection and generation of sonar waves; 

- the single-axis and dual-axes tilt sensing [57];  

- power monitoring in high power applications (e.g. medical treatment, sonochemistry and 

industrial processing); 

- piezoelectric microbalance are used as very sensitive chemical and biological sensors.  

- the strain gauges; 

- as a piezoelectric transducer in the penetrometer instrument on the Huygens Probe; 

http://en.wikipedia.org/wiki/Sonochemistry
http://en.wikipedia.org/wiki/Strain_gauge
http://en.wikipedia.org/wiki/Huygens_Probe
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- piezoelectric transducers in electronic drum pads to detect the impact of the drummer's 

sticks, and to detect muscle movements in medical acceleromyography; 

- automotive engine management systems with piezoelectric transducers to detect Engine 

knock (Knock Sensor, KS), also known as detonation, at certain hertz frequencies. A piezoelectric 

transducer is also used in fuel injection systems to measure manifold absolute pressure (MAP 

sensor) to determine engine load, and ultimately the fuel injectors milliseconds of on time; 

- ultrasonic piezo sensors in the detection of acoustic emissions in acoustic emission testing; 

- detection sound, e.g. piezoelectric microphones (sound waves bend the piezoelectric 

material, creating a changing voltage) and piezoelectric pickups for electrically amplified guitars; 

- the generation of sonar waves.  

 

10.5.2. Piezoelectric Generator and Energy Harvesters 

Piezoelectric energy harvesters at the sub-micron-scale have infinite scope for research and 

application in upcoming technologies [58]. Devices for wireless technologies [59] and medical 

applications for replacing vital human organs need to be small and are required to be powered for 

their functioning as active devices [60]. Recent embedded electronic devices like RFID tags and 

remote sensors are giving stand alone and MEMS/NEMS devices a new dimension [61]. These 

devices, despite consuming very little power, require separate energy sources. The self-powering of 

these devices has remained an issue and is a new field of research in state-of-the-art technologies 

[62]. Piezoelectric materials can be used as the energy harvesting materials for devices for micro-

/nanoelectromechanical systems, which can be made much smaller and lighter than conventional 

sources [63, 64]. 

Energy harvesting has been an active area of research in recent years due to growing 

awareness for environmental protection. Harvesting vibration energy based on piezoelectric 

materials utilizes the direct piezoelectric effect. In order to efficiently collect the low-quality 

electrical energy generated by a piezoelectric generator, the design of a high performance electronic 

interface has been an important issue in energy harvesting. In addition, many studies have also been 

conducted in the design of mechanical structures for energy harvesters as well as the development 

of piezoelectric materials with high electromechanical factors. 

 

Power harvesting. The process of acquiring the energy surrounding a system and converting 

it into usable electrical energy is termed power harvesting (Fig. 10.41, Table 10.4). With piezo-

materials, it is possible to harvest power from vibrating structures. It has been proven that micro-to 

mill watts of power can be generated from vibrating systems (Fig. 10.42).  

 

http://en.wikipedia.org/wiki/Transducers
http://en.wikipedia.org/wiki/Electronic_drum
http://en.wikipedia.org/wiki/Acceleromyography
http://en.wikipedia.org/wiki/Engine_Control_Unit
http://en.wikipedia.org/wiki/Acoustic_emission_testing
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Fig. 10.41. Devices for energy storage and harvesting. 

 

Table 10.4. Power available from energy sources. 

Energy source Characteristics Harvested power 

Light Outdoor 100 mW/cm2 

Indoor 100 µW/cm2 

Thermal Human 60 µW/cm2 

Industrial ∼1-10 mW/cm2 

Vibration ∼Hz-human ∼4 µW/cm2 

∼KHz-machines ∼800 µW/cm2 

RF GSM 900 MHz 0.1 µW/cm2 

WiFi 0.001 µW/cm2 

 

 
Fig. 10.42. Principle of electric energy generation based on piezoelectric. 
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Vibration energy harvesting based on piezoelectric materials can potentially be applied to 

power supplies for low-power electronic devices, such as structural health monitoring systems, 

wireless devices and semi-active vibration control systems. Desirable electromechanical coupling 

characteristics of piezoelectric materials facilitate the conversion of mechanical energy to electrical 

energy. Some non-linear techniques for piezoelectric voltage can be used to enhance the 

electromechanical conversion (Fig. 10.43). 

 

 
Fig. 10.43. Scheme of energy harvesting. 

 

The principle of piezoelectric energy harvesting. The power generated by a piezoelectric 

element cannot to electrical energy. Some non-linear techniques for piezoelectric interface is 

necessary for the energy harvesting system to ensure the voltage is compatible with electric load or 

energy storage element. There are amny different schemes for an electric interface developed for 

the energy harvesting such as an AC-DC rectifier or a voltage doubler [65, 66]. Let’s consider the 

principle of piezoelectric energy harvesting system based on the most commonly used interface, 

“standard interface", which simply rectifies the AC voltage to DC voltage. The circuit of a 

piezoelectric energy harvesting system based on the standard interface is shown in Fig, 10.44(a) 

[67]. 

As shown in Fig, 10.44(a), the standard interface includes a diode rectifier and a filter 

capacitor. The terminal electric load is modeled by an equivalent resistor RL. To calculate the power 

output of the interface under the condition of single mode vibration, some assumptions should be 

made. First, the mechanical displacement u must be purely sinusoidal and the open-circuit voltage V 

on the piezoelectric must also be sinusoidal. However, the rectifier is in the blocked state and the 

piezoelectric element is on the open-circuit state when the absolute value of V is lower than VDC, the 

voltage across the capacitor. When the absolute value of V is above VDC, a current I flow through 

the diodes. The current is divided into two parts, one to the capacitor and the other to the load. The 
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energy E generated in the period T can be estimated by calculating the integration of product of V 

and I during a period, therefore the power can be obtained by dividing E by T and expressed as  

      (35) 

where um is the displacement amplitude of mechanical vibration. The other three popular interfaces 

are the voltage double interface [68], a synchronous electric charge extraction (SECE) [69], and 

synchronized switch harvesting on inductor (SSHI) [65, 69] are shown in Fig. 10.44(b-d). 

 

 

Fig. 10.44. For electrical interfaces for energy harvesting. SECE: synchronous electric charge 

extraction, SSHI: synchronized switch harvesting on inductor. 

 

A piezoelectric transformer is a type of AC voltage multiplier. Unlike a conventional 

transformer, which uses magnetic coupling between input and output, the piezoelectric transformer 

uses acoustic coupling. An input voltage is applied across a short length of a bar of piezoceramic 

material such as PZT, creating an alternating stress in the bar by the inverse piezoelectric effect and 

causing the whole bar to vibrate. The vibration frequency is chosen to be the resonant frequency of 

http://en.wikipedia.org/wiki/Transformer
http://en.wikipedia.org/wiki/Acoustic_coupling
http://en.wikipedia.org/wiki/Lead_zirconate_titanate
http://en.wikipedia.org/wiki/Resonance
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the block, typically in the 100 kilohertz to 1 megahertz range. A higher output voltage is then 

generated across another section of the bar by the piezoelectric effect. Step-up ratios of more than 

1000:1 have been demonstrated. An extra feature of this transformer is that, by operating it above 

its resonant frequency, it can be made to appear as an inductive load, which is useful in circuits that 

require a controlled soft start [70]. These devices can be used in DC-AC inverters to drive cold 

cathode fluorescent lamps. Piezo transformers are some of the most compact high voltage sources. 

 The application of piezoelectric materials for energy harvesting has been realized at creation 

of high voltage and power sources (Fig. 10.45). 

 
Fig. 10.45. Examples of energy harvesters based on piezoelectric: (a) piezoelectric knee-joint 

harvester, (b) piezoelectric generator embedded in boots. 

 

Direct piezoelectricity of some materials can generate potential differences of thousands of 

volts. The best-known application is the electric cigarette lighter: pressing the button causes a 

spring-loaded hammer to hit a piezoelectric crystal, producing a sufficiently high voltage electric 

current that flows across a small spark gap, thus heating and igniting the gas. The portable sparkers 

used to ignite gas stoves work the same way, and many types of gas burners now have built-in 

piezo-based ignition systems. 

A similar idea has been used at creation of battle field equipment with piezoelectric 

generators embedded in soldiers' boots. However, these energy harvesting sources by association 

have an impact on the body. The effort to harness 1–2 watts from continuous shoe impact while 

walking were abandoned due to the impracticality and the discomfort from the additional energy 

expended by a person wearing the shoes. Other energy harvesting ideas include harvesting the 

energy from human movements in train stations or other public places [71, 72] and converting a 

dance floor to generate electricity [73]. Vibrations from industrial machinery can also be harvested 

by piezoeletric materials to charge batteries for backup supplies or to power low-power 

microprocessors and wireless radios [74].  

http://en.wikipedia.org/wiki/Kilohertz
http://en.wikipedia.org/wiki/Inductor
http://en.wikipedia.org/wiki/Cold_cathode_fluorescent_lamp
http://en.wikipedia.org/wiki/Cold_cathode_fluorescent_lamp
http://en.wikipedia.org/wiki/Potential_difference
http://en.wikipedia.org/wiki/Lighter
http://en.wikipedia.org/wiki/Spark_gap
http://en.wikipedia.org/wiki/Gas_stove
http://en.wikipedia.org/wiki/Soldier
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Small-scale mechanical energy harvesting has been studied intensively and extensively for 

more than a decade, with a number of potential applications in wireless sensors and electronic 

devices. Large-scale harvesting at 1 W–100 kW or even higher could lead to meaningful solution to 

the energy crisis. It can also find important applications in self-power active or semi-active 

vibration controls. Relatively, more challenges have been encountered in large-scale mechanical 

energy harvesting technology, with many questions to be answered. Although various sources of 

mechanical waste energy have been identified and studied for potential energy harvesting, it is 

important to further explore such sources. For practical applications, efficiency of vibrational 

piezoelectric energy harvesting has become a concern. Addressing this problem requires more and 

higher efficient transducers, understanding of motion mechanisms and sophisticated power 

electronic circuits. While waiting for the emergence of new piezoelectric materials with higher 

performances might be unrealistic at the moment, it is highly potential to develop novel physical or 

geometrical configurations with the materials that are currently available. For example, the 

optimization of electromagnetic motor should be paid more attention. If the back electromotive 

force coefficient ke is increased, the efficiency can be significantly enhanced. Motion mechanism is 

also a very important factor to improve the efficiency. It is understood that partial energy is lost 

when the kinetic energy is transformed into electric energy, such as eddy current and friction. In 

addition, parasitic voltage drops, the inherent resistances of the electronic components and the 

power consumption by the controller, are also responsible for power loss. Strategies to reduce such 

voltage drops and the parasitic power consumption should be further studied. Furthermore, large-

scale vibrations are usually in irregular ways at time-varying frequencies and in most cases at low 

velocities, which all make it difficult to harvest them at acceptably high efficiencies. Therefore, it 

still cannot be an option for efficient power takeoff technology. In this respect, the development of 

novel mechanical motion rectifiers that can convert irregular oscillatory vibrations into regular 

unidirectional rotations is of specific significance, which should be a direction of the future research 

in this area. 

Vibration control is another specific challenge closely associated with the efficiency of 

mechanical energy harvesting, especially for large-scale applications. For small-scale energy 

harvesting, the vibration of the host structure is not a concern. However, when a vibration energy 

harvesting is at a large-scale, it is necessary to consider various issues, for instance, the protection 

of the mechanical systems, the human occupants and passengers during the vibration. As a result, 

many techniques for small-scale energy harvesting may not be applicable to the large-scale 

harvesting. For example, mechanic resonance can be used to magnify the vibration and thus 

improve the output power of the harvester in small-scale harvesting. In contrast, it becomes much 

difficult in large-scale applications, e.g., regenerative vehicle suspensions. Therefore, the ability of 
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simultaneous vibration control and energy harvesting should be considered for each component and 

advanced control algorithms are required. 

In addition, the motion mechanism should be efficient in driving and driven modes, the 

power electronics should be able to withdraw energy from the mechanical systems and also to inject 

energy into them if necessary, and the control algorithms should be able to regulate the electrical 

output voltages and control the regenerated electrical currents or voltages simultaneously. Because 

large-scale mechanical energy harvesting is not just a problem of design, it is multiple disciplinary 

problem and thus requires system level approaches, which involves structure dynamics and 

vibration, mechanical structures and design, power electronics, materials development and system 

controlling. Nevertheless, waste mechanical energy harvesting will be one of the most important 

energy technologies in the near future. 

 

10.5.3. Piezoelectric Actuators and Motors 

Actuators. An actuator accepts energy and produces movement (action). The energy 

supplied to an actuator might be electrical or mechanical (pneumatic, hydraulic, etc.). An electric 

motor and a loudspeaker are both actuators, converting electrical energy into motion for different 

purposes. 

Piezo actuators make use of the deformation of the piezoelectric material when an electric 

field is applied (Fig.10.46). As very high electric fields correspond to only tiny changes in the width 

of the crystal, this width can be changed with better-than-µm precision, making piezo crystals the 

most important tool for positioning objects with extreme accuracy — thus their use in actuators. 

Multilayer ceramics, using layers thinner than 100 µm, allow reaching high electric fields with 

voltage lower than 150 V. These ceramics are used within two kinds of actuators: direct piezo 

actuators and amplified piezoelectric actuators. While direct actuator's stroke is generally lower 

than 100 µm, amplified piezo actuators can reach millimeter strokes. In loudspeaker voltages are 

converted to mechanical movement of a piezoelectric polymer film. Piezoelectric elements can be 

used in laser mirror alignment, where their ability to move a large mass (the mirror mount) over 

microscopic distances is exploited to electronically align some laser mirrors. By precisely 

controlling the distance between mirrors, the laser electronics can accurately maintain optical 

conditions inside the laser cavity to optimize the beam output. A related application is the acousto-

optic modulator, a device that vibrates a mirror to give the light reflected off it a Doppler shift. This 

is useful for fine-tuning a laser’s frequency. Atomic force microscope and scanning tunneling 

microscopes employ converse piezoelectricity to keep the sensing needle close to the probe. 

 

http://en.wikipedia.org/wiki/Actuator
http://en.wikipedia.org/wiki/Pneumatic
http://en.wikipedia.org/wiki/Hydraulic
http://en.wikipedia.org/wiki/Electric_motor
http://en.wikipedia.org/wiki/Electric_motor
http://en.wikipedia.org/wiki/Loudspeaker
http://en.wikipedia.org/wiki/Micrometre
http://en.wikipedia.org/wiki/Actuators
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Fig. 10.46. Metal disk with piezoelectric disk attached, used in a buzzer. 

 

The high resolution of the change in length and large mechanical load capacity of 

piezoelectric ceramic are of particular interest in high-tech fields (semiconductors, optics and 

telecommunications, etc.), and also, to an increasing extent, in the automotive field (fuel injection 

systems), for micropumps, pneumatic valve technology and vibration damping. 

Multilayer linear actuators. Ceramic multilayer linear actuator products harness the full 

potential of thepiezoelectric effect at very low operating voltages. Multilayer piezoelectric actuators 

are co-fired multilayer ceramics typically with a height up to 2-3 mm and with up to 100 ceramic 

layers. Multilayer piezoelectric stack actuators are made of two or several single actuators glued 

together. The purpose of the stacking is to obtain more displacement than can be achieved by a 

single actuator. 

Multilayer bending actuators. Ceramic multilayer bender products harness the full potential 

of the piezoelectric effect at very low operating voltages. Multilayer piezoelectric benders are single 

co-fired ceramic components with ceramic layers and internal electrodes configured as to generate a 

bending mode (Fig. 10.47). 

 
Fig. 10.47. Benders: (a) plate principle and (b) ring principle. 

 

Shear actuators. Based on the piezoelectric shear mode, shear actuators can be made more 

compact and have higher resonant frequencies than conventional piezo actuators. In addition, their 

low capacitance results in reduced power requirements for a given generated displacement in 

dynamic operation. 

http://en.wikipedia.org/wiki/File:2007-07-24_Piezoelectric_buzzer.jpg
http://en.wikipedia.org/wiki/Buzzer
http://en.wikipedia.org/wiki/File:2007-07-24_Piezoelectric_buzzer.jpg�
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The varieties of piezoelectric microactuators have been developed. Among them are ink 

droplet ejectors (printhead), piezoelectric transformers, piezoelectric scanning tunneling microscope 

tip, etc. The main performance criteria of actuators are generative force/momentum, displacement 

and frequency response.  

Piezoelectric actuators started being commercially designed and manufactured about four 

decades ago, spreading our days into an ever increasing spectrum of applications related to 

positioning and motion control. An exhaustive list would be very long in various areas: 

Precision Mechanics: Stimulation or active cancellation of vibrations; Precision tool 

adjustment; Micro and nanopositioning stages; Rotary and linear piezo drives (Inch-Worm, Stick-  

Slip, Ultrasonic Motors); Microgrippers; Microvalves. 

Robotics: Micro/nanomanipulators; Mobilemicrorobots. 

Microtechnology: Microlithography; Wafer and mask alignment; Inspection system, e.g. 

profilometers. 

Optics, Nanometrology: Image stabilization; Auto focus systems; Scanning mirrors; 

Adaptive optics; Interferometry; Scanning microscopy (AFM, STMetc.); Optic fiber alignment. 

Bio-Medical: Living cell and genemanipulation; Microdispensers; Micro- to pico-liter 

pumps. 

Piezoelectric devices can perform actuation and micropositioning tasks with resolutions 

from micrometers down to sub-nanometer scale. Blocking force can range from several thousand 

Newtons (stacked actuators) to less than microNewtons (AFM, piezocantilever, etc.). In static 

operation the power consumption is extremely small while in dynamic operation, settling time can 

be far under a millisecond. 

PiezoMEMS actuators started to emerge for several years, usually made of deposited films 

of AlN, BaTiO3 or PZT (Pb[Zr,Ti]O3). New single-cristal materials such as PMN-PT (lead 

magnesium niobate - lead titanate) and PZN-PT (lead zinc niobate - lead titanate) provide higher 

piezoelectric properties, energy density and electromechanical coupling factors. Several 

applications were reported such as in [75 - 77] but they are not yet silicon-integrated. In this trend 

for functional miniaturization, a new technique for molecular-level bonding and lapping of 

piezoelectric layers on silicon wafer has been recently developed. Adhesives are eliminated and 

interface mechanical strength increased. First attempts on composite bimorph cantilevers (Fig. 

10.48) are promising. Dimensions were reduced from 15.0 x 2.0 x 0.4 mm (central-bottom in 

image) to only 6.0 x 0.04 x 0.2 mm.  
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Fig. 10.48. Miniaturised PZT piezo cantilever (a) of 6.0x0.04x0.2mm. Comparison with regular-

size actuators (b) [75]. 

 

Same examples of actuators and the action are listed below. 

Loudspeakers: Voltage is converted to mechanical movement of a piezoelectric polymer 

film. 

Piezoelectric motors: Piezoelectric elements apply a directional force to anaxle, causing it to 

rotate. Due to the extremely small distances involved, the piezo motor is viewed as a high-precision 

replacement for the stepper motor. 

Piezoelectric elements can be used in laser mirror alignment, where their ability to move a 

large mass (the mirror mount) over microscopic distances is exploited to electronically align some 

laser mirrors. By precisely controlling the distance between mirrors, the laser electronics can 

accurately maintain optical conditions inside the laser cavity to optimize the beam output. 

A related application is the acousto-optic modulator, a device that scatters light off 

soundwaves in a crystal, generated by piezoelectric elements. This is useful for fine-tuning a laser's 

frequency. 

Atomic force microscopes and scanning tunneling microscopes employ converse 

piezoelectricity to keep the sensing needle close to the specimen [78].  

Inkjet printers: On many inkjet printers, piezoelectric crystals are used to drive the ejection 

of ink from the inkjet print head towards the paper. 

Diesel engines: High-performance common rail diesel engines use piezoelectric fuel 

injectors instead of the more common solenoid valve devices. 

Active vibration control using amplified actuators. 

X-ray shutters. 

XY stages for micro scanning used in infrared cameras. 
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Moving the patient precisely inside active CT and MRI scanners where the strong radiation 

or magnetism precludes electric motors.  

Crystal earpieces are sometimes used in old or low power radios. 

High-intensity focused ultrasound for localized heating or creating a localized cavitation can 

be achieved, for example, in patient's body or in an industrial chemical process 

 

Piezoelectric motors. A piezo motor is based on the change in mechanical shape of a 

piezoelectric material when an tension is applied (Fig.10.49). The material produces ultrasonic or 

acoustic vibrations and produces a linear or rotary motion. Types of piezoelectric motor include the 

well-known travelling-wave motor used for auto-focus in reflex cameras, inchworm motors for 

linear motion, and rectangular four-quadrant motors with high power density (2.5 watt/cm³) and 

speed ranging from 10 nm/s to 800 mm/s. All these motors work on the same principle. Driven by 

dual orthogonal vibration modes with a phase shift of 90°, the contact point between two surfaces 

vibrates in an elliptical path, producing a frictional force between the surfaces. Usually, one surface 

is fixed causing the other to move. In most piezoelectric motors the piezoelectric crystal is excited 

by a sine wave signal at the resonant frequency of the motor. Using the resonance effect, a much 

lower voltage can be used to produce a high vibration amplitude. When we applied different driving 

voltage, frequency and phase angle to the composite type piezoelectric actuating element, so that 

the rotor can produce clockwise or counterclockwise rotation (Fig. 10.50) [79]. Stick-slip motor 

works using the inertia of a mass and the friction of a clamp (Fig. 10.51). Such motors can be very 

small. Some are used for camera sensor displacement, thus allowing an anti-shake function . 

 
Fig.10.49. Piezoelectric motor. 
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Fig. 10. 50. The composition and operation principle of the composite type piezoelectric motor [79]. 

 

 
Fig. 10.51. A slip-stick actuator. 

 

 

10.5.4. Piezoelectric Acustic Transducers 

A transducer is a device that converts a signal in one form of energy to another form of 

energy [80]. Energy types include (but are not limited to) electrical, mechanical, electromagnetic 

(including light), chemical, acoustic and thermal energy. While the term transducer commonly 

http://en.wikipedia.org/wiki/File:Slip-stick_actuator_operation.svg
http://en.wikipedia.org/wiki/Form_of_energy
http://en.wikipedia.org/wiki/Electricity
http://en.wikipedia.org/wiki/Mechanics
http://en.wikipedia.org/wiki/Electromagnetism
http://en.wikipedia.org/wiki/Light
http://en.wikipedia.org/wiki/Chemistry%23Energy
http://en.wikipedia.org/wiki/Acoustics
http://en.wikipedia.org/wiki/Heat
http://en.wikipedia.org/wiki/File:Slip-stick_actuator_operation.svg�


 
 

57 

implies the use of a sensor/detector, any device which converts energy can be considered a 

transducer. Transducers are widely used in measuring instruments. 

Ultrasonic transducers (10kHz to 70kHz) are used in imaging and high power applications. 

The transducer can act as a sensor and an actuator in imaging applciations. In high power 

applications such as sonochemistry or medical treatment, the transducer sends ultrasound waves in 

the body and detect the returning echo. 

Electromagnetic acoustic transducers (EMATs). The method of ultrasound generation is the 

use of electromagnetic acoustic transducers (EMATs) (Fig. 10.52) [81]. When a wire carrying current at 

the desired ultrasonic frequency is placed near the surface of a conductor, eddy currents are induced in 

the region near the surface of the conductor. In the presence of a static magnetic field, these eddy 

currents experience a Lorentz force given by:  

     (36)  

where F is the body force per unit volume, J is the induced current density, and H is the static magnetic 

field. This results in ultrasound generation at the frequency of the current flowing through the wire. 

EMATs do not require any couplant for ultrasound generation. This provides a non-contact method for 

ultrasound generation at elevated temperatures and in remote locations. However, it has very low 

efficiency. 

 

Fig. 10.52. Schematic of an elementary EMAT [82].  

 

Piezoelectric transducers. The most common ultrasound generation technique uses 

piezoelectric transducers [83]. These transducers consist of a piezoelectric ceramic, which is cut 

into various shapes to produce different wave modes (Fig. 10.53). Before the development of 

piezoelectric ceramics, quartz crystals and magnetostrictive materials were used. Piezoelectric 

ceramics have become the dominant material for transducers because of good piezoelectric 

properties and ease of manufacturing various shapes and sizes. Piezoelectric ceramics also require 

low drive voltages and can be used up to 300°C. The operating frequency of the piezoelectric 

devices depends on the thickness of the piezoelectric element. This can be a limiting factor in 

applications where restrictions on the PZT strip thickness conflict with those necessary to achieve 
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the required frequency. In addition, high frequency and three-dimensional (3D) imaging require 

closely spacedand extremely thin piezoelectric elements which are difficult to manufacture using 

the available macroscale fabrication processes [84, 85].  

 

 

Fig. 10.53. Response of a piezoelectric disk to an alternating voltage. (a) Piezoelectric crystal, (b) axis 

definition and (c) X cut vibrations are longitudinal and (d) Y- cut vibrations are transverse [82].  

 

Micromachined ultrasonic transducers (MUTs). With the development of microfabrication 

processes, micromachined ultrasonic transducers (MUTs) have emerged as an alternative approach 

for ultrasound generation and detection, especially for biomedical imaging applications [86]. 

Micromachined ultrasonic transducers consist of micromachined multilayered membrane resonators 

that are ten’s of micrometers in width or diameter, and a few micrometers in thickness. The kinetic 

energy stored in the membranes is low because of the negligible mass of these membranes. This 

results in a higher bandwidth and a lower acoustic impedance mismatch between the transducer and 

the human body [87]. There are two common types of MUTs based on their actuation principle: 

capacitive MUTs (CMUTs) and piezoelectric MUTs (PMUTs) (Fig. 10.54). 

 

Fig. 10.54. Schematic of cross-section of (a) CMUT and (b) PMUT [88]. 
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Capacitive MUTs utilize a vibrating membrane that is electrostatically actuated. The 

performance of CMUTs equals that of the conventional piezoelectric transducers in terms of the 

bandwidth, the dynamic range, the electromechanical coupling coefficient, and the generated sound 

pressure [89 - 91]. The coupling coefficient is defined as the ratio of the mechanical energy 

delivered by the transducer to the total energy stored in the transducer. Imaging results from both 

one-dimensional (1D) and two-dimensional (2D) CMUT arrays have been reported [92]. Although 

CMUTs have a high coupling coefficient [93], various operational and fabrication considerations 

limit the achievable coupling. The voltage bias necessary to achieve the maximum coupling is near 

the pull-in voltage of the CMUT elements, making it difficult to operate without causing any 

collapse of the elements [87].  

Piezoelectric MUTs use the piezoelectric effect to vibrate the membranes. The PMUT consists 

of multilayered membranes one of which is a piezoelectric film. When a drive voltage is applied, the 

piezoelectric layer strains and generates the necessary deflection. This, in turn, generates ultrasound 

waves in the surrounding medium. Unlike conventional transducers, the operating frequency of the 

PMUT is not determined by the thickness of the piezoelectric layer; it is determined by the size and the 

material properties of the various layers in the membrane [94]. The acoustic impedance and the coupling 

coefficient of the PMUTs can also be controlled through the device design [86]. PMUTs also have high 

sensitivity, large displacement to voltage ratio, large pressure-to-voltage ratio, and large capacitance that 

cannot be realized with the conventional transducers [95]. PMUTS are less sensitive to parasitic 

capacitances than CMUTs because of the higher capacitance of PMUTs. Moreover, the lower electrical 

impedance of PMUTs allows a better matching to the readout circuit. Also, PMUTs are less sensitive to 

fabrication inconsistencies because the operation of PMUTs 

does not require a DC bias [96]. 

 

10.5.5. Other piezoelectric applications 

Frequency standards. Quartz clocks employ a tuning a crystal oscillator made from quartz 

that uses a combination of both direct and converse piezoelectricity to generate a regularly timed 

series of electrical pulses that is used to mark time. The quartz crystal (like any elastic material) has 

a precisely defined natural frequency (caused by its shape and size) at which it prefers to oscillate, 

and this is used to stabilize the frequency of a periodic voltage applied to the crystal. The same 

principle is critical in all radio transmitters and receivers, and in computers where it creates a clock 

pulse. Both of these usually use a frequency mutliplier to reach the megahertz and gigahertz ranges. 

Reduction of vibrations and noise. Different teams of researchers have been investigating 

ways to reduce vibrations in materials by attaching piezo elements to the material. When the 

material is bent by a vibration in one direction, the vibration-reduction system responds to the bend 

http://en.wikipedia.org/wiki/Crystal_oscillator
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and sends electric power to the piezo element to bend in the other direction. Future applications of 

this technology are expected in cars and houses to reduce noise. Further applications to flexible 

structures, such as shells and plates, have also been studied for nearly three decades. Piezoelectric 

ceramic fiber technology is being used as an electronic damping system on some tennis rackets.  

Surgery. A recent application of piezoelectric ultrasound sources is piezoelectric surgery, 

also known as piezosurgery [97]. Piezosurgery is a minimally invasive technique that aims to cut a 

target tissue with little damage to neighboring tissues. For example, it has been reported the use of 

piezoelectric ultrasound sources in hand surgery for the cutting of bone, using frequencies in the 

range 25–29 kHz, causing microvibrations of 60–210 μm [98]. It has the ability to cut mineralized 

tissue without cutting neurovascular tissue and other soft tissue, thereby maintaining a blood-free 

operating area, better visibility and greater precision [99]. 

Photovoltaics. The efficiency of a hybrid photovoltaic cell that contains piezoelectric 

materials can be increased simply by placing it near a source of ambient noise or vibration. The 

effect was demonstrated with organic cells using zinc oxide nanotubes. The electricity generated by 

the piezoelectric effect itself is a negligible percentage of the overall output. Sound levels as low as 

75 decibels improved efficiency by up to 50 percent. Efficiency peaked at 10 kHz, the resonant 

frequency of the nanotubes. The electrical field set up by the vibrating nanotubes interacts with 

electrons migrating from the organic polymer layer. This process decreases the likelihood of 

recombination, in which electrons are energized but settle back into a hole instead of migrating to 

the electron-accepting ZnO layer [100, 101]. 

Transportation Industry. The property of piezoelectric ceramics to withstand harsh 

environmental conditions present in automotives made it a candidate material for application in all 

branches of transportation industry. The following are example applications of piezoelectrics in 

passenger cars.  

Knock sensors are placed near the engine in order to detect irregular combustions [102]. The 

measurement principle is the one also used in accelerometers. The piezoelectric material is placed 

between the vibrating structure and a seismic mass introducing the vibration forces into the piezo 

element. The piezo element itself converts the vibrations into an electric charge proportional to the 

applied force. Usually, piezoelectric ceramics (PZT) with specially tailored properties are used. The 

material has to withstand high temperatures (up to 200°C) as well as rapid temperature changes. 

Also, the piezoelectric coefficient of the material must be almost independent of the temperature 

and remain stable over the vehicle’s lifetime. Only recently, first attempts were made to replace 

PZT by thin PVDF foil sensors [103]. 

Distance sensors are ultrasonic transducers used in vehicles as so called parking pilots. 

During backing, the transducer emits ultrasonic waves reflected by the obstacle and then, in turn, 
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changed into an electrical system by the same transducer now acting as an ultrasonic sensor. From 

the travelling time the distance is calculated [102]. Fuel injection systems based on piezoelectric 

stack actuators set another milestone in the piezo – technology [104]. The advantage compared to 

the conventional magnetic systems was the much faster response of the piezoelectric actuators and 

the possibility to drive any desired profile of valve displacement. It was not only that this 

technology reduced the fuel consumption by more than 20%, it was also that piezoelectric stack 

actuator technology as a whole experienced a decisive push [105]. One key issue the early 

development phases was the question of the reliability of the actuators under harsh engine 

environments [106]. 

Potential applications. In recent years, several attempts at the macro-scale application of the 

piezoelectric technology have emerged [107 - 109] to harvest kinetic energy from walking 

pedestrians. The piezoelectric floors have been trialed since the beginning of 2007 in two Japanese 

train stations, Tokyo and Shibuya stations. The electricity generated from the foot traffic is used to 

provide all the electricity needed to run the automatic ticket gates and electronic display systems 

[110]. In London, a famous nightclub exploited the piezoelectric technology in its dance floor. Parts 

of the lighting and sound systems in the club can be powered by the energy harvesting tiles [111] 

However, the piezoelectric tile deployed on the ground usually harvests energy from low frequency 

strikes provided by the foot traffic. This working condition may eventually lead to low power 

generation efficiency [112]. 

In this case, locating high traffic areas is critical for optimization of the energy harvesting 

efficiency, as well as the orientation of the tile pavement significantly affects the total amount of the 

harvested energy. A Density Flow evaluation is recommended to qualitatively evaluate the 

piezoelectric power harvesting potential of the considered area based on the number of pedestrian 

crossings per unit time [112]. The potential application of a commercial piezoelectric energy 

harvester in a central hub building at Macquarie University in Sydney, Australia was examined. 

Optimization of the piezoelectric tile deployment is presented according to the frequency of 

pedestrian mobility and a model is developed where 3.1% of the total floor area with the highest 

pedestrian mobility is paved with piezoelectric tiles. The modelling results indicate that the total 

annual energy harvesting potential for the proposed optimized tile pavement model is estimated at 

1.1 MW h/year, which would be sufficient to meet close to 0.5% of the annual energy needs of the 

building [113]. 

Examples of application.  

- Acoustic components: Microphones, Ultrasonic detector, Hydrophones, Sonars. 

- Electrical equipments: Switches, Miniature electric fans. 
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- Medical instrumentation: Catheter, Pedobarography, Osteogenesis, Medical echography, Blood 

pressure detector. 

- Robotics: Artificial sensitive skin, Pressure sensors. 

- Security devices: Intruder alarm, IR alarms, Vibration sensors. 

- Optical devices: Laser diameter measurement, Variable mirrors. 

- Transports: Automotive detection on roads, Weighing vehicles. 

- Pressure pick-ups: Distribution of pressure on surfaces, Localization of impacts, Pick-ups for 

non destructive testing, Accelerometer, Keyboards. 

- Sport and leisure: Tennis court line, Display panel on sport grounds, Impact detector if shooting 

targets. 

 

10.6. Conclusions. 

 

The background information on piezoelectric materials, including an introduction to the 

piezoelectric effect and application of piezoelectric materials has been presented. The wide range 

applications give us an idea about the growing popularity of these materials in various fields. 

Piezoelectric materials are more and more embedded in complex devices and high tech systems that 

make whole economies exist and function in an efficient way. Piezoelectric materials are among the 

materials that are widespread around us. Mobile phones, automotive electronics, medical 

technology, and industrial systems are only a few areas where piezoelectric components are 

indispensable. 
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Chapter 11. FERROELECTRIC MATERIALS 

 

 

11. 1. INTRODUCTION 

 

11.1.1. Basic Concepts 

 

Ferroelectrics 

Ferroelectrics are a class of polar dielectrics characterized by a reversible spontaneous 

polarization [1, 2]. Ferroelectrics possess a unique set of physical properties, that makes them 

attractive for application in a variety of electronic devices, such as nonvolatile memories and 

microelectromechanical systems. Their piezoelectric, electrooptic, and nonlinear optical properties 

are largely determined by arrangement of ferroelectric domains. Domains form during phase 

transition to relieve mechanical stress associated with transformation strains and to minimize the 

depolarization energy associated with the spontaneous polarization. The presence of the domain 

structure is one of the fundamental properties of ferroelectrics. Domain arrangements reflect the 

effects of sample conductivity, mechanical strains, and imperfections such as dislocations, 

vacancies, and impurities. Polarization reversal under an external electric field proceeds via domain 

nucleation and motion of domain walls. 

A ferroelectric is a solid that exhibits a spontaneous dielectric polarization, PS (when T <TC, 

the Curie temperature), that can be reversed by the external application of an electric field, E. The 

spontaneous (remanent) polarization at E = 0 can have one of two values, ±|PR|, depending on the 

sign of E just before it was switched off. We define these quantities with respect to the dielectric 

hysteresis curve (Fig. 11.1). The spontaneous polarization is defined as the dipole moment per unit 

volume and its axis is usually a high symmetry direction of the crystal structure. Of the 20 

noncentrosymmetric, piezoelectric crystal classes, only 10 (those with Cn, Cnv, and C1h point 

symmetries) have a unique, “polar” axis because their primitive cell has a nonzero dipole moment. 

These are the 10 pyroelectric crystal classes. A crystal belonging to any of these classes may show 

ferroelectricity provided the polarization is reversible. The usual signatures of a ferroelectric system 

are: (a) a peak in the temperature dependence of the low frequency dielectric response function (ε) 

at T ≈ TC, and (b) a hysteresis in the P–E curve for T < TC. In most ferroelectrics, the temperature 

dependence of ε0 above the Curie point (i.e., in the paraelectric phase) can be described fairly 

accurately by the Curie–Weiss law, 

ε = ε0 + C/(T − T0) for T >T0     (11.1) 
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where C is the Curie–Weiss constant and T0 is the Curie– Weiss temperature. In general, a 

spatially coherent alignment of electric dipoles occurs only in limited regions (“domains”) of the 

crystal, such that a ferroelectric crystal normally has a polydomain structure reminiscent of a 

ferromagnet. However, such domains may be switched in the same direction (“poled”) by the 

application of a suitable external field. In an antiferroelectric, on the other hand, the ground state 

consists of an antiparallelly ordered array of local dipoles, which results in the net polarization 

being zero. 

 

 

Fig. 11.1. The dielectric hysteresis curve (polarization vs applied electric field) for a typical 

ferroelectric. 

 

The paraelectric to ferroelectric phase transition may be of the second order (PS → 0 

continuously as T → TC, although dPS/dT is discontinuous) or of the first order, in which case PS 

has a discontinuity at TC. Similar continuous or discontinuous behaviors are also exhibited by ε in 

the two cases. Conventionally, a ferroelectric is termed “displacive” when the elementary dipoles 

strictly vanish in the paraelectric phase, and “order–disorder” when these dipoles are nonvanishing 

but thermally average out to zero in the paraelectric phase. In a displacive transition, the 

displacements of the atoms in the low-temperature ferroelectric phase from their corresponding 

positions in the high-temperature paraelectric phase are small compared to the internuclear 

distances. Just below TC such displacements can indeed be infinitesimally small in the case of a 

second order displacive phase transition. However, in an order–disorder transition, the 

displacements across TC are comparable to the internuclear distances. Though it is often possible to 

rigorously distinguish between the two types of systems on the basisof the dynamics of their phase 

transition and the nature of the soft mode involved (whether propagating or diffusive), it is difficult 

to classify certain ferroelectrics and antiferroelectrics strictly as “displacive” or “order–disorder.” 



 3 
The basic physics and phenomenological aspects of ferroelectricity are covered by a number of 

textbooks [3-7]. Some of the more common ferroelectrics and antiferroelectrics (out of more than a 

thousand known ones) are listed in Table 11.1. 

 

Table 11.1. List of some common ferroelectrics (F) and antiferroelectrics (A). 

Chemical formula Structural family F/A TC (°C) 

BaTiO3 perovskite F 120, 5, -90 

PbTiO3 perovskite F 490 

PbZrO3 perovskite A 235 

NaNbO3 perovskite A 354 

KNbO3 perovskite F 435, 225, -10 

BiFeO3 perovskite F 850 

LiNbO3 LiNbO3 type F 1210 

LiTaO3 LiNbO3 type F 665 

PbNb2O6 tungsten bronze F 570 

PbTa2O6 tungsten bronze F 260 

Sr0.6Ba0.4Nb2O6 tungsten bronze F 75, -213 

Ba2NaNb5O15 tungsten bronze F 560, 300 

KH2PO4 KDP F -150 

(NH4)H2PO4 KDP A -125 

(NH2CH3CO2H)3 H2SO4 TGS F 49 

NaNO2 nitrite F 163 

Note: The third column lists the ferroelectric/antiferroelectric transition temperature as well 

as lower transitions 

 

Size Effects in Ferroelectrics 

The study of finite size effects in ferroelectric nanoparticles and thin films is an important 

contemporary problem. Though ferroelectric materials (which are also, by definition, piezoelectric) 

have been widely used as bulk capacitors and transducers, there are a number of interesting current 

and futuristic applications that involve these materials in microscopic form. These include sensors 

of various types and nanorobotic and microelectromechanical devices. In addition, interest in 

ferroelectrics is growing rapidly because its high dielectric constant can be utilized in dynamic 

random access memories (D-RAM), while its capacity for being polarized in opposite directions 

makes it an attractive candidate for nonvolatile random access memories (NV-RAM) and 

electrically erasable programmable read-only memories (EEPROM). An important motivation for 

the study of size effects in ferroelectrics is to determine the ultimate level to which a device based 
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on such systems can be miniaturized, since certain properties may get degraded while others are 

enhanced with a decrease in the characteristic size of the ferroelectric element. From the point of 

view of basic physics, it is no less interesting to investigate model ferroelectric systems in which the 

particle size is smaller than the correlation length corresponding to the long range dipolar ordering. 

For example, the existence of the superparaelectric state (analogous to superparamagnetism in 

magnetic fine particles) in nanocrystalline ferroelectrics is yet to be established unambiguously. 

 

Experimental Aspects 

It is pertinent to make a few brief comments about the experimental techniques involved in 

these studies. Other than direct observations using electron microscopes and atomic force 

microscopes, the most popular method for characterizing the particle size is based on X-ray 

diffraction (XRD) line broadening. Assuming that the small crystallite size is the only cause of line 

broadening, the coherently diffracting domain size (dXRD) can be related to the full width at half 

maximum (FWHM) of a particular diffraction peak by the Scherrer equation: dXRD = Kλ/β(θ)cosθ, 

where λ is the X-ray wavelength, β(θ) is the instrument corrected FWHM of the diffraction line, θ 

is the diffraction angle, and K ≈ 1 for equiaxed particles. Different aspects of ferroelectric 

phenomena are governed by different length scales, such as particle size, grain size, ferroelectric 

domain size, film thickness, and the lateral dimensions of the relevant devices. The important 

“intrinsic” length scales are the ferroelectric correlation length and the electron mean free path. 

The important characteristics of a ferroelectric material are manifested mainly through its 

dielectric, piezoelectric, pyroelectric, acoustic, optical, electro-optic, and nonlinear optic properties, 

and a reduction in the crystallite size may affect many of these. Clearly, the ferroelectric TC of a 

system may be measured by studying the temperature dependence of any one of a number of 

properties, such as the dielectric response, tetragonal distortion, mode softening, etc., though there 

are subtle differences in the information obtained from these distinct properties. It is, therefore, 

possible for the nature of the “size effect” to actually depend on the method used to observe it. 

Thus, structural measurements may show that a ferroelectric system has become pseudo-cubic at a 

particular critical size, while vibrational spectra may still show evidence for a low symmetry 

structure. 

 

11.1.2. Ferroelectricity in Perovskites 

 

Most of the technologically important ferroelectrics and antiferroelectrics are oxides that 

possess the well-known perovskite structure. These include BaTiO3, PbTiO3, PbZrO3, KNbO3, and 

mixed oxides such as Pb(Zr1−xTix)O3 and (Pb1−yLay)(Zr1−xTix)O3. Since much of the work on finite 

sized ferroelectrics also relates to this class of compounds, we briefly recapitulate the mechanism of 
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ferroelectric ordering in them. Most perovskites are oxide ceramics with the general formula 

ABO3. In their cubic unit cell, the cube corners are occupied by the “A” cations, which may be 

monovalent (e.g., K+, Na+, Ag+) or bivalent (e.g., Ba2+, Sr2+, Pb2+, Ca2+, Cd2+), while the body 

center is occupied by the smaller B cations, which are pentavalent (e.g., Nb5+ or Ta5+) or tetravalent 

(e.g., Ti4+ or Zr4+). The O2− ions are situated at the face centers (Fig. 11.2a). The perovskite lattice is 

basically a three-dimensional network of BO6 octahedra, as shown in Fig. 11.2b. The phenomenon 

of ferroelectricity is controlled by a delicate interplay between the long-range Coulomb forces that 

favor the ferroelectrically ordered state and short-range repulsive forces that favor the paraelectric 

state.  

The cubic perovskite structure shown in Fig. 11.2a actually represents the high-temperature 

(T > TC), high-symmetry (cubic) paraelectric phase. It is the off-centering of the B cation in the 

oxygen octahedron that leads—through a lowering of the symmetry—to the creation of a local 

dipole moment, and ultimately to ferroelectric or antiferroelectric ordering. The structural distortion 

from the high-symmetry (paraelectric) phase is therefore of fundamental importance to the 

stabilization of ferroelectric order in this class of systems. This concept is central to the 

understanding of finite size effects in displacive ferroelectrics. In the case of second order 

transitions of the displacive type, or of relatively “gentle” first order transitions, the static 

displacements involved in the transition from the high symmetry to the low symmetry structure are 

similar to the lattice vibrational amplitudes. The link between lattice dynamics and ferroelectricity 

is the Lyddane–Sachs–Teller equation: 
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Here ε(0) and ε(∞) are the static and optical dielectric constants, respectively, while ωLO and ωTO 

are the longitudinal and transverse optical modes, the product being over all optic branches. If any 

one of the TO modes (the “soft mode”) exhibits an anomalous temperature dependence of the type 

ωTO
2=K(T-T0), a behavior that is experimentally verified, then ε(0) would diverge as T → T0, as 

expected across the ferroelectric transition. 
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Fig. 11.2. (a) A unit cell of the cubic perovskite (ABO3) structure, (b) The cubic perovskite lattice 

consisting of a three-dimensional network of BO6 octahedra. 

 

The nature of the soft mode can be visualized rather simply in the case of a typical 

perovskite (ABO3) compound. The allowed normal modes of vibration (optical modes) are shown 

in Fig. 11.3. The first three modes are infrared active (i.e., they involve an oscillating dipole 

moment) while the fourth is “silent” (i.e., neither infrared nor Raman active). Generally, the lowest 

frequency TO mode is the soft mode (Fig. 11.3a). As T → T0, the frequency of only this mode 

decreases continuously and at T0, the restoring force for this mode vanishes due to a cancellation of 

the long range (dipole) attractive forces and the short-range repulsive forces. The structure of the 

low-symmetry phase (T < T0) is determined by the frozen-in soft mode displacements. Referring to 

Fig. 11.3a, it is clear (since the mode-softening takes place at k ≈ 0) that a dipole moment would be 

produced along the z-direction in all the unit cells. Further, the lattice would undergo a tetragonal 

distortion, getting slightly elongated in the direction of the dipole moment and contracted 

perpendicular to it. 
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Fig. 11.3. The atomic displacements in the perovskite unit cell (see Fig. 11.2) for the four normal 

optical modes of vibration. Though only the vibrations along the z-direction are shown, each of 

these modes is actually triply degenerate. 

 

 

11.1.3. Size Effects in Ferroelectrics. A Historical Perspective 

 

Though nanoparticle physics, in general, picked up momentum only in the 1980s, research 

on finite size effects in ferroelectric materials started surprisingly early (in the early 1950s) [8]. The 

first systematic study [8] involved potassium dihydrogen phosphate, KH2PO4 (KDP), which is a 

rather complicated system in that it has characteristics of both displacive and order–disorder 

mechanisms. In this study of KDP fine particles embedded in an insulating medium with a low 

dielectric constant, it was found that the spontaneous polarization (which can be considered as the 

order parameter in ferroelectric systems) was hindered when the particle size was less than 150 nm. 

Below a critical particle size that depends upon the embedding medium, the depolarization field 

was thought to prevent polar, ferroelectric structures. Bulk ferroelectric behavior was exhibited only 

when the particle size was above 0.5 µm. 
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A contrasting result was obtained in BaTiO3, in which the paraelectric phase (with a cubic 

perovskite structure) undergoes a tetragonal distortion of about 1% below TC≈ 125 °C to a polar 

phase. Ball milled fine particles of BaTiO3 in the size range of 0.03–2.3 µm showed a small 

increase in the TC and a smearing of the transition with decreasing particle size [9, 10]. No critical 

size (for the destabilization of ferroelectricity) was observed in this size range. The authors 

concluded from their electron diffraction studies that the deviation from normal ferroelectric 

behavior was due to the existence of a 10–15 nm thick surface layer that was under a higher 

tetragonal strain than the bulk and had a higher TC. This layer appeared to remain ferroelectric up to 

a few hundred degrees higher than the bulk TC. They suggested that the misfit between the surface 

layer and the interior caused the broadening of the transition region and the lattice distortions. 

The inconsistencies in the early results can be ascribed to the fact that some of the samples 

were prepared by mechanical grinding, in which case the observations often did not reflect intrinsic 

size effects but were influenced by residual surface stresses, inhomogeneities, and imperfect 

crystallization. In spite of such problems, it was able to make the key observation that the 

spontaneous tetragonal strain (c/a) in the ferroelectric phase decreases with decreasing particle size 

[8]. 

During the 1960s and 1970s there was considerable progress in the study of grain size 

effects in ferroelectric ceramics or sintered compacts. Such systems, and the results pertaining to 

them, differ in certain essential aspects from the quasi-free nanoparticles—which would appear to 

be more suitable for the study of “intrinsic” size effects. However, since ferroelectric ceramics are 

technologically important, one cannot ignore the possibility of enhancing some of their properties 

by controlling the size of the polycrystalline grains. The salient observations on ceramic samples of 

(Pb1−yLay)(Zr1−xTix)O3 or PLZT [11], Pb(Zr1−xTix)O3 or  PZT [12], and other systems can be 

summarized as follows. With a decrease in the grain size—generally in the 1–5 µm range—(i) there 

is a decrease in the peak dielectric constant εmax, (ii) the peak of the dielectric response near TC 

becomes broader, and (iii) the ferroelectric TC goes up. According to work [12], these observations 

can be explained in terms of an intergranular effect (involving the size dependence of the domain 

wall mobility) and an intragranular effect, where each grain is assumed to be a monodomain and 

one considers the effect of different-sized grains having different values of TC. The dielectric 

response of the system was simulated using a distribution model [13], which assumes that the TC for 

different grains obeys a Gaussian distribution. Below each individual TC, the grains are assumed to 

have a constant dielectric constant, while the Curie–Weiss law is obeyed above TC. 

It was also made use of the concept of a diffuse phase transition (DPT) [12]. They 

considered the crystal or ceramic to consist of many noninteracting microregions that can 

independently switch from a ferroelectric to a paraelectric state. Several physical situations that 

could result in a DPT were proposed. In the case of solid solutions such as PZT and PLZT, 
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microscopic variations in the local chemical composition could give rise to a TC distribution and 

hence a DPT. The DPT effectively leads to a Curie region rather than the conventional Curie peak. 

A physical situation that can lead to a DPT even in pure compounds where there is no 

compositional variation will be introduced later. 

 

 

11.2. SIZE EFFECTS IN PEROVSKITE FERROELECTRICS 

 

 

During the period described, the study of ferroelectric fine particles was mainly an academic 

exercise, except in the technologically important case of piezoelectric ceramics. After a period of 

relative inactivity (1975–1987), there was a rather sudden renewal of interest in ferroelectric 

nanomaterials due to a revival of the idea of a ferroelectric memory device. The possible 

applications of ferroelectrics and piezoelectrics as microelectromechanical devices, sensors, etc. 

also provided a strong motivation for a spurt in both theoretical as well as experimental activities in 

this area. By this time a lot of progress had been made in the development and improvement of 

synthesis techniques for nanomaterials. These included wet chemical techniques such as sol–gel, 

co-precipitation, spray-pyrolysis, and microemulsion-mediated reactions (Section 11.7), and 

physical vapor deposition techniques such as sputtering, evaporation–condensation, and laser 

ablation (Section 11.8). This made it possible to study different compounds in the form of 

phasepure, ultrafine particles with a relatively narrow size distribution, as also high-quality ultrathin 

films on desired substrates. 

 

11.2.1. BaTiO3 

 

Barium titanate has a cubic perovskite structure in its high symmetry, paraelectric phase 

(above TC ≈ 125 °C). With a decrease in the temperature, it transforms successively to three 

structurally distinct ferroelectric phases: a tetragonal phase (TC > T > 5 °C), an orthorhombic phase 

(5 °C > T >−90 °C), and a rhombohedral phase (T <−90 °C). All three transitions are of the first 

order. 

Early measurements involved sintered samples with grain size in the submicrometer to few 

micrometer range and relatively broad size distributions. In samples with grain size in the 1–50 µm 

range, the dielectric function (ε) was found to depend strongly on size in the ferroelectric phase but 

not so in the paraelectric phase [14]. The strong dependence of ε on the grain size was explained 

from the observation that the width of the 90° domains is proportional to the square root of the grain 

diameter and assuming that the value of ε is determined mainly by the 90° domain walls [15]. In the 
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absence of ferroelectric domains above TC, the value of ε in the high temperature phase is almost 

size independent. For sintered (but not hot-pressed) samples with 20 µm > d > 0.2 µm, the 

tetragonal to orthorhombic transition is relatively insensitive to the particle size, d [16]. There is, 

however, an increase in the thermal hysteresis with a decrease in d, indicating that the latent heat of 

transition is strongly size-dependent. The variation of the tetragonal distortion (c/a) in BaTiO3 fine 

particles (0.1–1.0 µm) prepared by co-precipitation and hydrothermal routes has been studied in 

[17]. Identifying TC as the temperature at which c/a→1, they determined the critical size for the 

existence of ferroelectricity (dcrit) in BaTiO3 to be 120 nm. This implies that the TC < TR (room 

temperature) when d < dcrit. 

Detailed X-ray diffraction (XRD) measurements on smaller-sized (0.01–1.0 µm) BaTiO3 

nanocrystals indicate [18] that the structural phase change associated with the ferroelectric 

transition does not occur when d < 50 nm. This was supported by second harmonic generation 

(SHG) measurements and differential scanning calorimetry (DSC). Interestingly, no change was 

observed in the Raman spectra of the tetragonal structure, with a decrease in the particle size. Note 

that while XRD and SHG probe the average crystal structure over several unit cells, Raman spectral 

response is determined by the symmetry of individual unit cells. These results appear to imply that 

the polar distortion of the TiO6 octahedra continues to be maintained irrespective of the particle 

size, though the average structure over many unit cells does become cubic. It was suggested that 

such local distortions (in apparently “cubic” nanoparticles) exist only at the time scales of light 

scattering (≈ 10−13 s) [18]. These results are supported by EXAFS and XANES measurements of the 

local structure around Ti atoms [19], which show that the magnitude of the Ti atom off-center 

displacement does not depend on the particle size. A careful study of size effects in well-

characterized sol–gel derived nanocrystalline BaTiO3 showed that with decreasing size, the cubic–

tetragonal transformation temperature shifts downward only slightly before getting substantially 

suppressed, while the tetragonal–orthorhombic transformation temperature shifts slightly upward 

before getting suppressed [20]. It was also pointed out that though hydroxyl defects are clearly 

observed by infrared (IR) spectroscopy in nanocrystalline samples synthesized at low temperature, 

the Raman activity observed in XRD-cubic material cannot be ascribed to their presence only. 

A more precise understanding of the locally acentric structure in BaTiO3 nanoparticles (15 –

155 nm) has been recently obtained from electron paramagnetic resonance measurements on Mn2+-

doped samples [21]. Comparatively larger crystallites consist of a regular ferroelectric core with a 

tetragonality gradient toward the outer surface, surrounded by a peripheral layer with strongly 

distorted symmetry. In particles smaller than ≈40 nm the regular core no longer exists at room 

temperature. Thus, the regular core undergoes a size-driven transition into the paraelectric phase, 

but the distorted surface layer does not participate in this transition. The size-driven transition is 

considerably smeared out by the grain-size distribution. The application of Landau theory to 
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individual BaTiO3 particles suggests a critical size of ≈50 nm at room temperature whereas in the 

size-distributed nanopowder a considerably lower mean size (≈25 nm) represents the effective 

threshold for the sizedriven transition into the paraelectric phase. 

The value of dcrit obtained in these experiments (≈50 nm) contradicts an earlier study of a 

surfactant-stabilized suspension of BaTiO3 particles [22]. Probing the spontaneous polarization 

through the electro-optic Kerr effect, it was claimed to have detected a permanent dipole moment 

even in 10 nm particles. However, such a claim may be contested because: (a) the nanoparticles 

were prepared by a relatively crude ball-milling technique and some relatively large particles may 

have remained, (b) such a mechanical attrition process may create surface damage and induce 

defects that show a “polar” response, and (c) the size determination process with arbitrary 

correction factors appears questionable. Studies on BaTiO3-based glass ceramic composites also 

show that the TC, εmax, and dielectric peak broadening all scale systematically with the mean BaTiO3 

crystallite size, but the value of dcrit was found to be only 17 nm [23]. 

 

11.2.2. PbTiO3 

 

Lead titanate is a typical displacive ferroelectric with very good dielectric, pyroelectric, and 

piezoelectric properties. It  has a cubic perovskite structure above TC = 490 °C and transforms to a 

tetragonal ferroelectric phase below it. The room temperature tetragonal distortion, (c−a)/a, is as 

large as 6%, as compared to only 1% for BaTiO3. Due to its obvious application potential, detailed 

size effect studies have been carried out in this system during the past decade.  

PbTiO3 fine particles (22 < dXRD < 52 nm) by an alkoxide route have been prepared and a 

Raman study of samples with different average size as a function of temperature has been made 

[24]. They measured TC indirectly using the principle that in displacive ferroelectrics, the frequency 

(ωs) of the ferroelectric soft mode (which is usually the lowest TO mode) tends to vanish as T → TC 

[25]. For each sample, ωs was plotted as a function of T and the TC was identified as the temperature 

at which ωs extrapolates to zero. They found that TC decreases monotonically when the average 

particle size, d < 50 nm, and its deviation from the bulk value, TC(∞), can be fitted to the equation 

)/()()( critCC ddCTdT −−∞=    (11.3) 

with dcrit = 12.6 nm and C = 588.5 °C. Note that dcrit is the size at which TC →0 K. Raman 

scattering measurements (at room temperature) on sol–gel derived PbTiO3 nanoparticles (20–200 

nm) has been also made and it has found that the ωs decreases with decreasing particle size, 

implying a lowering of TC with size [26]. Even when TC is identified as the peak of the heat flow 

curve in DSC, it is found to vary with particle size following Eq. (11.3) but with dcrit = 9.1 nm. 
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However, results obtained from such indirect measurements can be influenced by surface 

depolarization fields that may affect the TO mode frequency. 

The nanostructure of ultrafine ferroelectric PbTiO3 particles (20–2000 nm) has been imaged 

by high-resolution transmission electron microscopy (HR-TEM) [27]. High resolution images and 

selected area diffraction patterns showed that all the particles had tetragonal structure, and that the 

c/a ratio and domain size both decreased with decreasing particle size. The particles became 

monodomain when d < 20 nm. A domain wall width of 1.4 nm was deduced from strain contrast 

shown by 90° domain walls, but there was no evidence of amorphous surface layers. 

Because it has a large spontaneous polarization, a high TC, only one structural transition (at 

TC), and there is a satisfactory conceptual understanding of its transition mechanism, PbTiO3 is 

certainly the candidate of choice for studying finite size effects in ferroelectric systems. However, 

the studies reported suffer from certain drawbacks: (i) the transition temperature is measured either 

indirectly, or using only a single method, (ii) there are no proper studies of the size dependence of 

the dielectric response, which is the single most important property of ferroelectrics, and (iii) no 

clear correlation is made between the dielectric properties and the structural parameters (particularly 

the ferroelectric distortion). The following study [28] fills up some of these lacunae and provides 

data that could lead to a clearer conceptual  understanding. 

Ultrafine PbTiO3 particles (20 < dXRD < 200 nm) were synthesized by co-precipitation. 

Though the average particle size was obtained from X-ray line broadening (dXRD), specific surface 

area measurements (gas adsorption), and scanning electron micrographs (see Fig. 11.4), the X-ray 

domain size (dXRD) is expected to be more relevant to the problem since ferroelectric phenomena in 

displacive systems are controlled by lattice vibrational mechanisms. The TC was obtained from 

three complementary measurements: (i) dielectric response vs temperature, (ii) temperature 

dependence of the tetragonal distortion (c/a), which scales with the spontaneous polarization, and 

(iii) differential scanning calorimetry. XRD measurements were also made down to 15 K to confirm 

that the large deviation observed in c/a at room temperature is an inherent particle size effect. 
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Fig. 11.4. Scanning electron micrographs (×50,000) of chemically synthesized samples of 

nanocrystalline PbTiO3 with an average size of about 80 nm (top) and 40 nm (bottom). 

 

Figure 11.5 shows the variation of the ferroelectric distortion (c/a) with particle size at room 

temperature. The unit cell dimensions do not change down to ≈100 nm, below which c decreases 

and a increases with decreasing size. The resulting reduction in c/a is especially rapid below ≈50 

nm. To estimate the critical size at which PbTiO3 transforms to the cubic (paraelectric) phase at 

room temperature, the c/a vs dXRD data were fitted to an equation of the form 

        (11.4) 

with x ≡ dXRD, y ≡ c/a, y∞ ≡ 1.065, and C ≡ y∞ − 1. Using the critical size (dcrit) as a fitting 

parameter, one finds — by  extrapolation — that c/a→1 when dcrit →7.0 nm (ferroelectric order 

cannot be sustained below this size). The dielectric, thermal, and structural (variable temperature 

XRD) data also indicated that the TC decreases monotonically with decreasing particle size. 

A study of the temperature dependence of the low frequency dielectric response function, ε 

(Fig. 11.6, top), shows that with a decrease in the particle size, TC decreases (Fig. 11.7, insert), εmax 

decreases, and the peaks become increasingly broader. Samples with dXRD ≤ 26 nm exhibited no 

peaks in the ε vs T curves. In larger particles of PbTiO3 (dXRD ≥ 60 nm), a decrease in frequency 

leads to an increase in εmax, but the ferroelectric TC remains constant at ≅500 °C. In smaller particles 

of PbTiO3 (e.g., with dXRD = 31 nm), however, the TC moves up with an increase in frequency from 

476 °C at 500 kHz to 488 °C at 1 MHz. Also, for a particular frequency, the temperature interval 

between the maxima in tan δ (dielectric loss tangent) and ε is larger in finer particles. These 

properties are typical of materials with a diffused phase transition and will be discussed later 
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(Section 11.4.4). With a reduction in the particle size, the nature of the changes in the “dielectric” 

and the “thermal” transitions (observed by DSC) were found to be qualitatively similar. Thus, the 

peak in the heat flow shifted toward lower temperatures and became broader and flatter with 

decreasing size in PbTiO3 (Fig. 11.6, bottom). 

 
Fig. 11.5. Variation of the ferroelectric distortion (measured at room temperature) with the particle 

size (dXRD) in nanocrystalline PbTiO3. The dashed line represents a fit to Eq. (11.4). The inset shows 

(c/a − 1) as a function of the reduced particle size, where L ≡ dXRD, and a is the lattice constant. The 

solid line represents a fit to the model described in Section 11.4.3. 
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Fig. 11.6. Top: Temperature dependence of the dielectric response function (ε) for PbTiO3 samples 

with different average particle size (dXRD) measured at 1 MHz. Bottom: Differential scanning 

calorimetric study of the effect of particle size on the thermal transition at TC in nanocrystalline 

PbTiO3, scanned at 5 °C/min. 

 

A quantitative estimate of the “diffuseness” of the ferroelectric phase transition in 

nanoparticles can be obtained by fitting the ε–T data (T >Tmax, where Tmax is corresponds to the peak 

in ε) to the equation 

    (11.5)  
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where C is a constant and the critical exponent γ = 1 for a perfect Curie–Weiss ferroelectric. 

According to the prediction of the local compositional fluctuation model, γ = 2 for a system with a 

completely diffuse transition. For systems exhibiting intermediate degrees of diffuseness we expect 

γ to have values between 1 and 2. Figure 11.7 shows that the ferroelectric phase transition becomes 

increasingly diffuse with a reduction in the particle size (see Section 11.4.4 for a discussion). 

 
Fig. 11.7. Particle size dependence of the diffuseness coefficient (γ  in PbTiO3 (solid circles) and 

PbZrO3 (open circles). The variation in the “dielectric” TC with particle size for the same two 

systems is shown in the inset. 

 

 

11.2.3. PbZrO3 

 

Though size effects have been studied for over 35 years in ferroelectrics, there were no 

systematic studies in nanocrystalline antiferroelectrics prior to the study of PbZrO3 [29] in 1997. At 

300 K, PbZrO3 has an orthorhombic structure with eight formula units per crystallographic unit cell. 

This structure is derived from a cubic perovskite prototype (the high-temperature paraelectric 

phase) by antiparallel displacements of the Pb ions along one of the original [110] directions—

which becomes the a-axis of the orthorhombic phase. Ignoring the displacements of the Pb ions (so 

as to compare the paraelectric and ferroelectric unit cells), the ordered phase has a pseudotetragonal 

unit cell whose lattice constants (aT , cT ) are related to the real orthorhombic unit cell (a, b, c) 

through aT= a/√2 and cT= c/2. At TC≈ 500 K, PbZrO3 shows a strong dielectric anomaly. 

Figure 11.8 shows the dependence of the pseudo-tetragonal distortion (cT /aT ) on the particle 

size in sol–gel-derived ultrafine particles of PbZrO3 (dXRD ≥ 30 nm). The crystallographic unit cell 
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remains relatively undistorted (from the bulk) down to ≈100 nm but thereafter shows an 

increasing tendency to become cubic. From a downward extrapolation of these data, one may 

conclude that the crystal structure would become perfectly cubic below a size of 23 nm. With 

decreasing particle size, there is a monotonic reduction in the TC as observed by both dielectric (Fig. 

11.7, inset) and thermal (Fig. 11.8, inset) measurements. The ferroelectric phase transition also 

becomes increasingly diffuse with a reduction in the particle size (Fig. 11.7). The broadening of the 

transition is also reflected by the fact that the heat of transition (measured by DSC) decreases with 

decreasing size (Fig. 11.8, inset). In general, the nature of size effects in antiferroelectric PbZrO3 is 

qualitatively similar to those in the ferroelectrics PbTiO3 and BaTiO3. 

 
Fig. 11.8. The particle size dependence of the pseudo-tetragonal distortion of the PbZrO3 unit cell, 

measured at room temperature. The solid line represents a least-squares fit to an empirical function 

of the form 1 − e−x). The inset shows the variation in the “thermal” TC (obtained from DSC) and the 

heat of transition with particle size. 

 

11.2.4. Pb(Zr,Ti)O3 

 

It has been shown that when only intrinsic effects are considered (i.e., contributions from 

domain walls, defects, and impurities are disregarded) a decrease in particle size should, in general, 

cause a reduction in the TC, a reduction in εmax, and a broadening of the dielectric response peak 

[30]. However, in solid solutions, a broadening in the dielectric response (and other critical 

parameters) may also take place because of the disordering of the two ions occupying equivalent 

crystallographic positions. A number of ferroelectric mixed oxides or solid solutions such as PZT, 



 18 
barium strontium titanate (BST), and strontium bismuth tantalate (SBT) are technologically 

important and studies of particle size effects have been carried out in a few of these compounds. 

Since it has a number of important applications, it is not surprising that the majority of such studies 

involve PZT. 

PZT or Pb(Zr1−xTix)O3 is obtained by a random replacement of the Ti4+ ions in PbTiO3 by 

Zr4+ ions. The ferroelectric TC increases monotonically from 235 °C (x = 0) to 490 °C (x = 1). With 

decreasing x, the structure transforms from tetragonal (as in PbTiO3) to rhombohedral at x ≈ 0.5 to 

orthorhombic (as in PbZrO3) at x ≈ 0.05. The tetragonal to rhombohedral phase boundary is almost 

temperature independent (morphotropic), though its exact position and width depends crucially on 

the purity and local homogeneity of the sample. The piezoelectric properties of PZT are particularly 

good in the neighborhood of the morphotropic phase boundary and may be further improved by 

suitable doping. Both the cubic–rhombohedral as well as the cubic–tetragonal transitions get 

progressively suppressed below ≈0.6 µm. Though the ε–T curves get flattened with decreasing size 

there no discernible change in Tmax in the rather narrow size range (0.5–0.8 µm) [31]. It has been 

also pointed out that the values of εmax are higher in samples sintered at higher temperature (and 

have higher density) even though the X-ray domain size does not differ much between them. This is 

ascribed to the higher porosity and the discontinuity of electric flux between grains in low-density 

samples. 

A relation between the grain size (t) and the ferroelectric domain size (d) from a simple 

model involving the competing effects of the depolarization energy and the domain wall energy had 

been obtained [32]: 
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In PZT ceramics, it has been found [33] that though this relation was valid in the grain size range of 

3–10 µm, there was a deviation at lower grain sizes, probably due to the clamping of domain walls 

at the grain boundaries. It has been attempted [34] to separate out the role of extrinsic (i.e., due to 

domain wall, lattice defects, and impurities) and intrinsic contributions to particle size effects in Nb-

doped PZT. They suggest that extrinsic contributions to the dielectric and piezoelectric properties 

get drastically suppressed when the grain size falls below about 2 µm while intrinsic properties get 

affected below ≈ 0.8 µm, mainly through a progressive reduction in the spontaneous strain. 

The dielectric property of amorphous nanoparticulate PZT (synthesized by the sol–gel 

process) was studied in work [35]. The results were explained using a model that assumes that the 

glassy phase contains frozen in dipoles with random magnitudes and orientations formed by a 

distortion of the dielectrically soft prototype units (the BO6 octahedra), which are expected to retain 

their identity even in the glassy phase. 
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11.2.5. Other Solid Solutions 

 

Size effects have also been investigated in a number of other mixed ferroelectric or 

antiferroelectric oxides. The effect of grain size reduction on the piezoelectric properties in sintered 

ceramics of (Pb1−yLay)(Zr1−xTix)O3 or PLZT was studied in work [36]. The authors measured the 

piezoelectric coefficients (d31 and g31) and the planar coupling factor (kp) in hot-pressed, low-

porosity, electrically polarized PLZT samples (y = 0.2, x = 0.35), with grain sizes (G) in the 1–14 

µm range. The size dependence of each property (X) could be expressed by a general equation of 

the form X = A + B/G0.5. An increase in the coercive field with decreasing size has been also 

observed. This paper provided an early guide to the optimization of piezoelectric properties of fine-

grained ceramics. 

A detailed study of size effects for different values of x in BST has been carried out [37]. 

Deviations from “bulk” properties in solid solutions typically occur at much larger particle sizes 

than in pure compounds. Thus, in the case of BST, dcrit = 317 nm (for x = 0.3), 246 nm (for x = 0.5), 

and 176 nm (for x = 0.7). The diffuseness coefficient (γ) again increases with decreasing size. 

However (unlike in PbTiO3 or PbZrO3) the transition becomes completely diffuse (γ = 2) below 300 

nm (for x = 0.3). It is emphasized that in solid solutions such as BST it is difficult to obtain a 

homogeneous cation distribution, which may be the main reason for the extremely diffuse transition 

and reduced values of εmax.  

In (Pb1−xLax)TiO3, Raman studies of the soft mode indicate that both the phase transition 

temperature and pressure get reduced with a reduction in particle size [38]. A detailed study [39] of 

size effects in Pb(Sc0.5Ta0.5)O3 in the 10–160 nm range revealed that c/a reduces to unity (at 0 °C) 

when dXRD ≤ 53 nm. The TC decreases gradually and the phase transition becomes more diffuse with 

decreasing size. Representative studies on size effects in ferroelectric solid solutions (mostly based 

on the perovskite structure) are summarized in Table 11.2. 

 

Table 11.2. Stidies of size effect in ferroelectric solid solutions (other than PZT) based on the 

perovskite structure. 

System Sample specs Nature of study Ref. 

(Pb, La)(Zr, Ti)O3 

 or PLZT 

(1) sintered ceramics 

(2) sintered ceramics 

(3) sintered ceramics 

Piezoelectric properties 

ε-T, TC 

electro-optic properties 

[36] 

[40] 

[41] 

(Pb1-xLax)TiO3 

 or PLT 

(1) 0.6 - 1.1 µm, sinter 

(2) 0 ≤ x ≤ 0.2, sol-gel 

(3) sol-gel 

ε-T, TC 

Raman at high press. & temp. 

Raman, soft mode 

[42] 

[38] 

[43] 
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(Pb1-xSrx)TiO3 Sintered ceramic S/TEM, AFM, DPT [44] 

Pb(Sc0.5Ta0.5)O3 10-160 nm ε-T, TC, DPT, XRD-T, DSC, 

dcrit=10-20 nm 

[39] 

Pb(Zn1/3Nd2/3)O3-

BaTiO3/PbTiO3 

model compositional fluctuation at 

nanoscale 

[45] 

Pb(Mg1/3Nd2/3)O3- 

PbTiO3 

granular thin film (1) local piezoelectric 

properties using SFM 

[49] 

(Pb, Ba)TiO3 0 ≤ x ≤ 1, sol-gel micro-Raman, soft mode [46] 

(Ba1-xSrx)TiO3  

or BST 

x = 0.3, 0.5, 0.7, sol-

gel 

(1) ε-T, TC, DPT 

(2) barrier height, relaxation 

frequency 

[37] 

[47] 

(SrxBa1-x)Nb2O6 

or SBN 

sol-gel ε-T, TC, DPT, Raman [48] 

DSC – differential scanning calorimetric; DPT – diffuse phase transition; SFM – scanning field 

microscopy. 

 

 

11.3. SIZE EFFECTS IN OTHER TYPES OF FERROELECTRICS 

 

 

The preceding part of this chapter shows that nanoparticles of displacive systems such as 

BaTiO3, PbTiO3, and PbZrO3 exhibit certain basic similarities such as (i) a monotonic decrease in 

the TC with particle size below ≈100 nm, (ii) existence of a critical particle size below which 

ferroelectricity cannot be observed, (iii) a broadening of the ferroelectric transition peak and 

behavior reminiscent of a diffuse phase transition at low sizes, and (iv) an interrelation between the 

TC, the ferroelectric distortion, and the particle size. 

The behavior of a typical order–disorder system such as NaNO2, however, is somewhat 

different. Bulk NaNO2 undergoes a first order ferroelectric–paraelectric transitionat 165 °C, which 

is associated with a relatively large latent heat. Nanocrystalline NaNO2 (down to 5 nm) by three 

different methods has been prepared and the ferroelectric phase transition by differential thermal 

analysis has been studied [50]. Very little change in TC was observed down to 5 nm, whereas 

displacive systems start showing deviations in the TC at sizes as large as 100 nm. This clearly 

emphasizes the importance of the size-induced structural distortions in nanoparticles of displacive 

systems. The other obvious difference in the two types of system is that thermal as well as dielectric 

phase transitions are usually not observed at all in nanoparticles of displacive systems that are 
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smaller than ≈25 nm, while even 5 nm NaNO2 nanoparticles show a clear transition peak. Size 

effects, therefore, appear to be much weaker in order–disorder ferroelectrics. 

Again, no change in TC (≈440 K) was found in a study of 40–50 nm NaNO2 particles 

impregnated in the free spaces between the 200 nm SiO2 spheres that form the threedimensional 

(3D) lattice in synthetic opal [51]. However, a giant enhancement in the dielectric constant of the 

NaNO2-impregnated opal (at 100 Hz) above 550 K by about 107 times has been reported! It has 

been ascribed to the melting of the dispersed NaNO2 in the host lattice and the formation of 

electrolytic drops. This is similar to the large dielectric constants observed in electrolyte-saturated 

porous ceramics. More recently, the temperature evolution of the structure of nanodispersed NaNO2 

confined within a porous glass with an average pore size of ≈7 nm has been studied across TC with 

the help of neutron diffraction [52]. This study suggests that there is a lattice softening above TC, 

manifested by a pronounced growth in the thermal vibration parameters. The appearance of an ionic 

current due to oxygen diffusion in the lattice above TC is presumed to lead to the giant increase in 

the dielectric response. 

KNO3 is also believed to be an order–disorder ferroelectric. On heating it transforms from 

an orthorhombic ferroelectric phase (II) to a trigonal paraelectric phase (I) at 130 °C. On cooling, 

phase I transforms to a metastable trigonal phase (III) at 125 °C, which goes to phase II at 115 °C. 

The effect of particle size on the II– I, I–III, and III–II phase transitions has been studied and it has 

been found that the III–II transition shifted to lower temperature, while the II–I transition 

temperature increased with decreasing size [53]. However, these measurements were made on 

powdered single crystals, in which surface stress effects and deformations could play a major role. 

It is also essential to extend these results to the submicrometer size range and use samples with a 

narrower size distribution to in order to obtain more reliable results. 

 
 

 

11.4. CONCEPTUAL APPROACHES 

 

 

11.4.1. Size Induced Structural Phase Transition 

 

All the perovskite-type oxide ferroelectrics appear to exhibit a decrease in the tetragonal 

(ferroelectric) distortion with a reduction in particle size. It is important to note that this effect is a 

manifestation of a much more general phenomenon and is not restricted to ferroelectrics. Detailed 

studies show that in a large number of partially covalent oxides, the crystal lattice tends to 

transform into structures of higher symmetry when the particle size is reduced [54]. In systems such 
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as Fe2O3 and Al2O3, the size-induced lattice distortion is large enough to actually produce a 

crystallographic transition to a high-symmetry structure [55]. In most other cases, there is a gradual 

reduction in an asymmetry parameter—such as (c/a - 1) - with decreasing size. 

A decrease in the particle size may cause a change in the bulk lattice parameters via surface 

stresses [56, 57]. The anisotropic nature of the lattice expansion in the nanoparticles of most oxides 

can be understood in terms of a tendency of such systems to become increasingly ionic with 

decreasing size [58]. As a result, the interatomic bonds lose their directional character and the 

crystal tends to assume a structure with a comparatively higher symmetry. Interestingly, the size 

dependence of many important physical properties (such as superconductivity and magnetism, in 

addition to ferroelectricity) is often directly or indirectly connected to the anisotropic lattice 

distortion that accompanies a reduction in the particle size [54]. 

 

11.4.2. Overview of Theoretical Models 

 

Experiments on perovskite-type ferroelectrics and antiferroelectrics indicate that a reduction 

in the average particle size leads to a decrease in the Curie temperature, the ferroelectric distortion 

(c/a), the heat of transition, and the soft mode frequency. Various attempts have been made to 

obtain a conceptual understanding of these observations. It is beyond the scope of this chapter to 

provide a complete review of the theoretical studies of size effects in ferroelectric nanoparticles. We 

will merely attempt to present a flavor of the area and briefly discuss some simple, general models. 

Attempts to explain the basic experimental features using the Landau–Devonshire 

phenomenological theory have been reasonably successful. For a finite-sized, inhomogeneous 

ferroelectric with a second order phase transition, the total free energy can be written in the form 

[59] 
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where P is the polarization, and TC refers to the “bulk” value of TC. D is connected to the correlation 

length (1): D = ξ2 A(T – TC∞). The volume and surface integrals represent, respectively, the free 

energies of the interior and the surface. Compared to the analogous expression for an infinite, 

homogeneous ferroelectric, Eq. (11.7) contains additional contributions due to the gradient term and 

the surface term. The “extrapolation length,” ", turns out be particle size dependent. The authors of 

work [59] carry out numerical calculations to obtain the size dependence of the polarization as well 

as the TC and show that both decrease with decreasing size and vanish as d →dcrit. A few years later, 

the phenomenological model for the second order phase transition in spherical ferroelectric particles 

has been analytically solved and the temperature and size dependence of both the static and 

dynamical dielectric susceptibilities has been obtained [60]. 
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In these treatments, the surface charge is assumed to be fully compensated, such that the 

depolarization fields can be ignored. The effect of the depolarization field and a space charge 

layer—which tend to break up the particles into domains of different polarization has been 

considered in [61]. For simplicity, they assume cubic particles with alternating domains separated 

by 180° domain walls and incorporate the depolarization energy as well as the domain wall energy 

into the Landau free energy density. Since the multidomain ferroelectric state disappears in small 

enough particles, the presence of a depolarization field is found to substantially lower the 

ferroelectric TC. 

More recently, the macroscopic phenomenological approach by calculating the size 

dependence of the Landau–Ginzburg–Devonshire coefficients [A, B, and D in Eq. (11.7)] has been 

extended [62]. Other than predicting the size driven phase transition to a paraelectric state for d < 

dcrit, the model can explain the changes in the other physical parameters and appears to give a 

relatively better description of the changes in the latent heat than previous models. It also yields a 

simpler free energy expression, which allows some of the physical properties to be discussed 

analytically. Other than the macroscopic Landau theories, there have also been reasonably 

successful attempts to investigate size effects with the help of a microscopic pseudo-spin theory 

based on the Ising model in a transverse field [63, 64]. 

 

11.4.3. Microscopic Model for Nanoferroelectrics 

 

The nature of size-induced changes in displacive ferroelectrics such as PbTiO3 can be 

understood with the help of the simple model [65, 66]. Interestingly, the model also allows one to 

make certain predictions about order–disorder ferroelectrics which appear to be consistent with the 

available data. The model is based on two simplifying assumptions: (a) the finite sized ferroelectric 

system is quasi-free (i.e., it consists of loosely aggregated, unclamped nanoparticles) and (b) the 

ferroelectric nanoparticles are not electrically isolated. Under these conditions, we can ignore the 

effects of external strain and depolarization. 

Experiments show that a reduction in the size of ABO3- type displacive ferroelectrics and 

antiferroelectrics is accompanied by a monotonic decrease in the ferroelectric TC, which is the 

temperature at which the high symmetry paraelectric structure transforms to a low symmetry phase 

in which the B ions no longer occupy the centrosymmetric positions in the BO6 octahedra. When the 

particle size is made sufficiently small (d < dcrit), the ferroelectric system reverts to the paraelectric 

phase, however low the temperature. In other words, the ferroelectric to paraelectric transition may 

be made to occur as a function of increasing temperature as well as decreasing size. The following 

microscopic model naturally leads to a size-induced structural phase transition of the first order. 
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The displacement of the centrosymmetric B-ion to an offcentric position at the 

ferroelectric TC is accompanied by a distortion in the cubic (paraelectric) unit cell to one of lower 

symmetry (e.g., in PbTiO3, a tetragonal one with sides a ×a × c. The tetragonal distortion (c/a − 1) 

is experimentally found to scale with the order parameter. The displacement (d) of each such ion 

clearly requires some energy, and the system would undergo a ferrodistortive transition only when 

it gains a larger amount of energy from the interaction of the resulting dipoles, which are aligned in 

some particular fashion. 

The dipolar interaction energy of the stable ordered phase, (∼Jzd2), should be comparable to 

kT, where z is the coordination number. Thus, dipolar alignment may take place provided d ≥ √(kT 

/Jz). Note that this argument itself implies the possibility of driving the transition by varying either 

the temperature or the system size (which controls the average value of z). So the model describes 

the temperature driven transition in the bulk material, as well as the size driven transition in finite 

systems. 

Phenomenologically, we can describe the interaction energy between the nearest neighbor 

dipoles by Jdidjαiαj , where α = ±1 is an Ising variable, which accounts for the fact that the central 

ion can be displaced in two opposite directions. J is positive for ferroelectrics and negative for 

antiferroelectrics. The effective Hamiltonian for the problem is thus the sum of an elastic part and 

an Ising part. From symmetry considerations, we obtain 
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This Hamiltonian is solved by treating the Ising variable via an inhomogeneous mean-field theory 

and the displacement variable within a saddle point approximation. The free energy density is 

obtained in the form F (d) = E(d) + I(d), where the elastic part, E(d), is given by 
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and the Ising part, I(d), is given by 
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where m ≡ <α> = tanh(Jzmd2/T). With increasing d, E(d) increases monotonically and rapidly, 

while I(d) decreases more slowly. The saddle point values of d, obtained by minimizing F(d), are d 

= 0 and d = d0 = √(Jzm2 − λ2) /λ4. Clearly, it is this two-minima structure of the free energy that is 

responsible for the first order ferroelectric (d = d0) to paraelectric (d = 0) transition. 

Taking the model parameters (λ2, λ4, and J ) for PbTiO3 from experimental data [28], it is 

possible to plot the phase diagram in the temperature–particle size plane (Fig. 11.9). The phase 

boundary for displacive systems (λ2 > 0, solid line) represents first order transitions for all T >0. 

Thus, the theory predicts a depression in TC with reducing size. In systems with λ2 < 0 (which 
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usually describes order–disorder ferroelectrics), size effects are greatly suppressed, as shown by 

the dotted curve in Fig. 11.9. One would need to study very small particles at temperatures very 

close to TC to observe such effects. This is also in qualitative agreement with experimental 

observations [50]. Thus, in general and to the first order, particle size effects in ferroelectrics appear 

to arise mainly from a lower average coordination number for the atoms close to the surface of a 

nanoparticle. 

This model has the important advantage of simplicity—having only three fitting 

parameters—while the phenomenological Landau theories [59, 61] have about twice as many. Also, 

by making J negative, the model can be easily extended to describe displacive-type 

antiferroelectrics. 

 

 
Fig. 11.9. The phase diagram of nanocrystalline ferroelectrics (reduced temperature against reduced 

particle size) obtained from the model described in Section 11.4.3. The solid line separates the 

ferroelectric phase from the paraelectric phase in typical displacive systems, while the dotted line 

does the same for typical order–disorder systems (L ≡ dXRD, a = lattice constant). 

 

 

11.4.4. Diffused Phase Transition 

 

Let’s now discuss another important experimentally observed feature in ferroelectric and 

antiferroelectric nanoparticles. The dielectric behavior (ε vs T ) of nanoparticles of ferroelectric 

PbTiO3 [28] and antiferroelectric PbZrO3 [29] can be summarized as follows. With a decrease in the 

particle size: (i) the peaks in the ε–T curve become broader, (ii) there is an increase in the separation 

between the peaks in the tan δ (dielectric loss) vs T and ε vs T curves, (iii) there is an increasing 
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deviation from the Curie–Weiss law (increase in γ), (iv) both the ε vs T and tan δ vs T curves 

show marked frequency dispersion, (v) the decrease in the tetragonal distortion (c/a) as T → TC 

becomes more gradual in samples with smaller particle size, (vi) values of TC obtained from 

different measurements (dielectric, thermal, and structural) do not necessarily coincide, and (vii) 

with a decrease in frequency, TC decreases while εmax increases. 

The broadening of the dielectric and thermal peaks at the ferroelectric transition and most of 

the other observed features are known characteristics of the so-called “relaxor” ferroelectrics which 

exhibit a diffuse phase transition (DPT) [67–70]. A quantitative measure of the degree of 

diffuseness can be obtained by fitting the dielectric data to Eq. (11.5). The fitted value of the critical 

exponent (γ) lies between 1 (for an ideal Curie–Weiss ferroelectric) and 2 (for a ferroelectric with a 

totally diffused transition). Other than nanocrystalline ferroelectrics, a DPT is also exhibited by 

many complex perovskite ferroelectrics, random dipole ferroelectrics, and ferroelectrics with a 

graded composition. The near-TC dielectric response of such relaxor ferroelectrics is often 

substantially higher than what might be expected from the LST relation [Eq. (11.2)], making them 

technologically important. The feature common to all relaxor ferroelectrics is that they possess 

structural inhomogeneities or compositional variations at the submicrometer scale. 

Applying the Landau–Ginzburg free energy formulation to an inhomogeneous medium, a 

thermodynamic approach to DPT in mesoscopically inhomogeneous ferroelectrics has been 

provided [71]. They find that a coherent coupling can take place across the interface between two 

chemically different dipole-ordered regions. They assume each localized cluster to have a mean-

field character, such that the DPT can be understood as an inhomogeneous condensation of 

localized soft modes. 

DPTs were discovered in perovskite solid solutions of the type A(B1−xCx)O3, in which, 

generally, there is no long range crystallographic ordering of the B and C cations. Local 

compositional fluctuations are therefore present throughout the crystal, so that it could consist of 

microscopic domains of ABO3 and ACO3 as well as intermediate compositions (Fig. 11.10, top). 

Since ABO3 and ACO3 would—in general—have different values of TC, this would lead to a 

microlevel TC distribution about a central value corresponding to the TC for A(B1−xCx)O3. There 

could also be an intermixture of ferroelectric and paraelectric regions if only one of the constituents 

of the solid solution is ordered at the observation temperature. The scale of heterogeneity is 

believed to be 10–20 nm [69]. 
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Fig. 11.10. A schematic equivalence of the phenomenon of diffuse phase transition in a typical 

ferroelectric solid solution (top) with a variation in the local stoichiometry and a nanocrystalline 

ferroelectric system (bottom) with a particle size distribution. In both situations, different shades 

represent local regions with different values of TC. 

 

One can now understand the conceptual similarity between a solid solution and a 

nanocrystalline system in a simple manner [28]. A nanocrystalline ferroelectric with an average size 

in the range of 10–50 nm would consist of a collection of crystallites with varying sizes (due to the 

inherent size distribution) centered around the mean size (Fig. 11.10, bottom). Recall that in the size 

range being discussed, particles of different sizes also have different values of TC. Since the 

variation of TC with size is more conspicuous in smaller particles, the latter should exhibit a more 

diffused phase transition. Many workers have invoked the TC-distribution model [12] to explain the 

dielectric behavior of sintered ceramics, in which a complicated stress distribution occurs due to the 

high compaction. In the comparatively loosely aggregated nanocrystalline material studied by us, 

the observed strain and the TC appear to depend directly on the particle size. However, in this case, 

the strain dependence is inherently a size effect and is not an artifact of sintering or pressure 

compaction. 
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11.5. FERROELECTRIC THIN FILMS 

 

 

11.5.1. Size Effects in Thin Films 

 

During the past decade, a very large amount of developmental work has been carried out on 

the synthesis and characterization of ferroelectric thin films. This has been fueled mainly by the 

intense interest in the development of ferroelectric memory devices. A detailed discussion of the 

technological aspects and the related synthesis problems are not within the scope of this chapter. 

Readers interested in applications aspects of ferroelectric thin films may refer to the excellent 

reviews [72, 73]. Here, we attempt to cover some of the important aspects of inherent size effects in 

ferroelectric thin films. We will also present an interesting effect in antiferroelectric thin films 

which appear to show ferroelectric behavior below a critical thickness. 

The important length scales in thin films are the film thickness, the grain size (in granular 

films), and the lateral device size (in thin film devices), and it is interesting to observe the 

consequences of any of these quantities approaching the ferroelectric critical size (dcrit). We also 

point out that in thin films, it is often difficult to distinguish genuine size effects from extraneous 

effects related to crystalline quality, microstructural heterogeneities, and mechanical stresses 

induced by the substrate. 

 

11.5.2. Intrinsic Effects 

 

A large body of experimental data indicates that size/thickness effects in ferroelectric thin 

films are manifested mainly in the following five ways [74, 75]. A decrease in the thickness (t) 

usually leads to (i) a larger coercive field, (ii) a lower TC, (iii) a smaller remanent polarization, (iv) a 

lower dielectric constant, and (v) a broadening of the dielectric peak at the ferroelectric transition. 

In bulk ferroelectrics, the measured value of the coercive field EC (the external field required 

to reverse the macroscopic polarization, see Fig. 11.1) is almost always much smaller than the 

theoretical or intrinsic value predicted by the Landau–Ginzburg mean field theory. This is due to 

domain nucleation and domain wall motion. The energy required to switch the polarization of such 

small nucleation volumes is much smaller than that required for the collective polarization reversal 

of the entire crystal. Thus, the obvious way to increase EC would be to use particles that are so small 

or films that are so thin that domain nucleation is inhibited. Recently, the intrinsic value of EC in 

Langmuir–Blodgett films of a polyvinylidene fluoride (PVDF)-based polymeric ferroelectric with t 

≈ 1 nm has been able achieved [76]. The measured EC is in good agreement with theoretical 

predictions and is independent of t in the range 1–15 nm. 
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Considering only intrinsic effects, the shift in the TC and the jump in the spontaneous 

polarization (PS) at the TC as a function of the film thickness (t) are given, respectively, by: 
1−=∆ AtTC  and n

CS BtTP =∆ )(     (11.11) 

where A and B are constants independent of temperature and thickness, while the exponent n is of 

the order unity. In addition, the film thickness may affect other types of phase transitions. For 

example, the morphotropic phase boundary (see Section 11.2.4) that separates the tetragonal phase 

from the rhombohedral phase in Pb(Zr1−xTix)O3 (PZT) shifts from ≈0.5 in the bulk to about 0.2 in 

thin films [77]. There have been numerous attempts to calculate the intrinsic, thickness dependent 

electric susceptibility, χf. Starting from the continuum, phenomenological free energy, the 

expression has been obtained [78]: 
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where C0 is independent of L, the film thickness. 

The study of ultrathin ferroelectric films also gives us an opportunity to investigate the 

possible existence of the superparaelectric (SPE) state. This is analogous to the phenomenon of 

superparamagnetism observed in ultrafine magnetic particles. The latter occurs when the particle 

size is small enough and the temperature is low enough such that the magnetic anisotropy energy of 

individual particles is smaller than the thermal energy. Under this condition the magnetization 

vector of individual particles continues to flip spontaneously by a coherent reorientation of atomic 

spins. Similarly, the SPE state would occur when the energy required to coherently flip the 

polarization vector of individual ferroelectric particles is smaller than kT. A simple calculation 

based on the intrinsic coercive field and remanent polarization of typical ferroelectrics, tells us that 

for the switching energy to approach kT, one requires a particle having a volume ≈1 nm3 [73]. 

 

11.5.3. Extrinsic Effects 

 

 Changes in ferroelectric properties usually occur when the film thickness is below ∼200 nm, 

but the actual value of this “critical thickness” often depends sensitively on the nature of the 

microstructure (and hence on the synthesis conditions), interfacial stresses, crystallographic 

orientation, and epitaxy. As mentioned earlier, it may be difficult to distinguish between particle 

size effects and thickness effects since the microstructure often changes continuously with t—

thinner films being usually composed of smaller particles. An example of this in the study of free 

standing polycrystalline PbTiO3 films has been provided [79]. It has been found that the domain 

structure and dynamic response change drastically when the thickness is reduced below 200 nm, 

because the thinner films are composed of nanosized, singledomain grains. From a study of the 

effect of granularity on the dielectric response of apparently dense radio-frequency (rf)-sputtered 
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thin films of BaTiO3, it has been found [80] that ε decreases considerably and the ferroelectric 

state becomes unstable when the coherently scattering X-ray domain size (dXRD) ≤ 30 nm. Since the 

thinner films are also usually composed of smaller particles, this phenomenon is apt to be 

misinterpreted as a “thickness” effect. 

The issue of thickness induced phase transitions in ferroelectrics is interesting and 

important. It had been suggested [81] that a ferroelectric exhibiting a second order transition in the 

bulk should exhibit a new type of first order transition. This was ascribed to the presence of 

thickness-dependent depolarization fields in a ferroelectric thin film deposited on a semiconductor 

surface.  

Another type of thickness-dependent phase transition has recently been reported [82]. The 

study involves the two antiferroelectric compounds BiNbO4 (which is antiferroelectric up to 360 

°C, ferroelectric between 360 and 570 °C, and paraelectric above 570 °C) and PbZrO3 (which has a 

TC ≈ 230°C. In high-purity PbZrO3 samples, it is possible to stabilize a rhombohedral ferroelectric 

phase in a temperature range of 220–230 °C. Polycrystalline BiNbO4 and c-axis oriented PbZrO3 

films (100 nm ≤ t ≤ 900 nm) were pulsed laser deposited on Si (100) wafers. Atomic force 

micrographs showed that the thinner films were (expectedly) composed of smaller grains in both 

systems. Dielectric hysteresis (P vs E) measurements showed that in both PbZrO3 and BiNbO4 thin 

films, the thicker films are antiferroelectric, while—below a characteristic thickness—they show 

ferroelectric behavior. Note that the critical thickness (tC) below which ferroelectricity is found to 

be stabilized is quite large—about 500 nm. The observed stabilization of ferroelectricity in thin 

films of normally antiferroelectric materials may be ascribed to the effect of the electric field 

produced at the semiconductor–dielectric interface. For a typical semiconductor–insulator interface, 

the interfacial field Eif ≈ 100 kV cm−1, which is high enough to induce ferroelectricity in many 

antiferroelectric crystals. The nucleation of PbZrO3 and BiNbO4 grains on the substrate takes place 

at 700 °C (which is above their respective TC’s) in the presence of a strong electric field (Eif ) that 

tends to orient the local dipoles along the field, leading to ferroelectric ordering. In thicker films (t 

> tC), the grains are larger and have multiple domains, which stops this sequential polarization 

process and the system shows its original antiferroelectric property. 

In general, the piezoelectric coefficients of thin films are appreciably lower than those of the 

corresponding bulk crystals or ceramics. This can be mainly ascribed to (a) the clamping of the film 

by the substrate, which retards field induced motion and (b) a reduction in the extrinsic contribution 

to the piezoelectric response—such as a reduction in the mobility of certain types of domain walls 

[73]. 
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11.6. COMPOSITE STRUCTURES 

 

 

The formation of micro- or nanodispersed ferroelectric phases in ceramics, polymers or 

glasses with different welldefined geometric structures has opened up a new dimension in the 

engineering and optimization of desired physical properties. This affords, for example, the 

interesting possibility of combining the flexibility of a polymer with the piezoelectric or 

pyroelectric property of an oxide. In addition to the specific properties of its two phases, a biphasic 

composite is characterized by the scale of the dispersion and the nature of connectivity. In the 

Newnham convention, the connectivity of a biphasic composite is specified by n–m (0 ≤ n, m ≤ 3) 

since each phase may be self-connected in zero, one, two, or three dimensions in an orthogonal 

coordinate system. Thus, a “1–2” connectivity pattern implies that the first phase is self-connected 

in the form of 1D chains or fibers, while the second phase is self-connected in the form of 2D 

layers. The convention does not specify whether the fibers of the first phase are parallel or 

perpendicular to the layers of the second. By convention, the first index (n) usually denotes the 

ferroelectric phase while the second (m) denotes the matrix (polymer, glass, other ceramic, etc.). 

Three of the more common and practically realizable connectivity patterns relevant to ferroelectric-

polymer systems are 0–3, 1–3 and 3–3 (see Fig. 11.11). A 0–3 composite consists of dispersed 

ferroelectric particles in a matrix, a 1–3 composite represents isolated ferroelectric fibers in a 

matrix, while a 3–3 composite consists of two interpenetrating networks. Similarly, a 3–1 composite 

may consist of a ferroelectric matrix with parallel cavities filled with a polymer [83].  

 

11.6.1. Piezoelectric Properties 

 

Early activity in this area mostly involved piezoelectric–polymer composites [84] and, in 

view of the strong application potential of such materials, this trend has persisted. PZT, the most 

studied piezoelectric, has a high piezoelectric strain coefficient (d33) but low voltage coefficient 

(gi),1 which is a drawback in many transducer applications.  

 
1. The third rank tensors d (piezoelectric strain coefficient) and g (piezoelectric voltage coefficient) are conventionally 

defined as dij = dPi/dσj and gij = dEi/ dσj (i = 1, 2, 3 and j = 1, 2, 3, 4, 5, 6) where Pi is the polarization, Ei is the electric 

field, and σ is the stress tensor (of rank 2). The two coefficients are related by gij = dij/ε0ε where ε is the dielectric 

constant and ε0 is the permittivity of free space. 

 

On the other hand, piezoelectric polymers such as PVDF have comparatively low d values, but their 

g values are high due to a low dielectric constant. Thus, one expects a PZT/PVDF composite to 

have a combination of desirable piezoelectric properties in addition to having lower density and 
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higher flexibility than sintered PZT. PZT–polymer composites with 0–3, 1–3, and 3–3 

connectivities have been intensely studied and are widely used in ultrasonic imaging and 

hydrophones. The superior properties of such composites over their monolithic counterparts arise 

from the macroconnectivity of the stiff, high-permittivity PZT elements in the compliant, low-

permittivity polymer matrix. The polymeric matrices used include PVDF, PVA, PVC, and epoxy 

resins. The presence of the polymer reduces the dielectric constant and the density, leading 

respectively to a larger voltage output and lower acoustic impedance. Recently, hot-pressed 0–3 

PZT–PVDF (50/50 volume fraction) has been found to show reasonably high d33 and good 

mechanical properties [85]. There are several studies of ceramic–ceramic nanocomposites as well. 

For example a dispersion of BaTiO3 nanoparticles in a sol–gel matrix, also of BaTiO3, has been 

prepared [86]. Films having this composite structure were made by spin coating. Similar 0–3 

ceramic–ceramic nanocomposites were also formed using PZT [87] and some of these may find 

application as ultrasonic transducers. Explicit formulas are available for calculating the effective 

piezoelectric coefficients of 0–3 composites of ferroelectric particles in a ferroelectric matrix in 

terms of the composition and the constituents’ piezoelectric, dielectric, and elastic properties [88]. 

 

 
Fig. 11.11. Four of the ten possible connectivity patterns in a biphasic composite system. The pink 

cells represent the piezoelectric phase, while the yellow cells represent the polymer. 
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Even though the largest hydrostatic figures of merit for biphasic PZT–polymer 

composites have actually been obtained from 3–n types of structure, such as 3–3 [89], 3–2, and 3–1 

[90], most of the older techniques used for the synthesis of these architectures are laborious and 

result in poorly controlled structures. The use of a robotic direct-write deposition technique 

(“robocasting”) to fabricate a range of such 3–n structures has been made and a systematic study of 

the piezoelectric and dielectric properties as a function of connectivity and PZT/polymer has been 

presented [91]. 

 

11.6.2. Dielectric Properties 

 

A proper choice of composite architecture can lead to a substantial enhancement in the 

dielectric constant. Recently, a dielectric constant of over 130 has been observed [92] in a 0–3 

BaTiO3–cyanoresin composite (51/49 volume fraction), while the dielectric constant of the pure 

polymer is only 21 (at 1 kHz). This is one of the highest dielectric constants observed so far in 

BaTiO3-based polymer composites. The large enhancements in the dielectric constant of a 0–3 

composite where the matrix was an irradiated copolymer has been reported [93]. High-energy 

irradiation converted the polymer from a normal ferroelectric to a relaxor ferroelectric, leading to a 

reduction in the P–E hysteresis at high fields. The dispersed ferroelectric phase was Pb(Mg,Nb)O3–

PbTiO3, which is itself a relaxor ferroelectric with a high room temperature dielectric constant. 

Such a composite showed a weakly temperature dependent dielectric constant of over 250. At 

optimal composition, the breakdown strength too was very high (120 MV/m), leading to a very 

large energy storage density of 15 J/cm3. However, the value of the ceramic content in this case is 

so high that the material probably loses its flexibility. 

A three-phase composite with a dielectric constant above 500 has been reported in [94]. The 

composite consists of an insulating polymer matrix and a homogeneous distribution of small 

particles of BaTiO3 and Ni. Such a three-phase polymer–matrix composite is flexible and can be 

easily fabricated into various shapes at low processing temperatures. The electrical properties of 

such composites can be analyzed by percolation theory when the metallic filler concentration is 

close to the percolation threshold. Similarly, the incorporation of metallic Ag particles into SBN 

[95] and Pt particles in PZT [96] leads to significant improvements in the dielectric properties and 

also to lower processing temperatures. A drastic increase in the dielectric constant of a PZT/glass 

composite on introducing 4–15 nm PbS particles has been observed [97]. In samples with PbS 

volume fraction varying between 0.07 and 0.14, the dielectric constant ranges between 900 and 

3500 (at 1 kHz).  

The glass ceramic composite has also been used as a vehicle for basic studies of size effects 

in ferroelectrics. Thus, dispersed nanometer-sized BaTiO3 particles in a residual glass matrix has 
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been grown [98]. They find that the TC, εmax, and the width of the ε–T curve all scale 

systematically with the mean size of the BaTiO3 crystallites. The extrapolated critical size for the 

destabilization of ferroelectric order was found to be 17 nm. 

 

11.6.3. Pyroelectric Properties 

 

Ferroelectric–polymer composites also show excellent pyroelectric properties such as the 

figure of merit p/ε, where p is the pyroelectric coefficient and ε is the dielectric constant. For 

example, the value of p/ε for a PZT/polymer composite has been reported to be up to six times 

higher than in monolithic PZT [99]. Similar results have also been reported for polymer composites 

involving PbTiO3, BaTiO3, and TGS. Taking the depolarization of the ferroelectric particles into 

consideration, a general formula for the pyroelectric coefficient of a composite in terms of the 

dielectric constant of the two components, the volume fraction and the depolarization coefficient 

have been derived [100]. The pyroelectric coefficient of a 0–3 PbTiO3/PVDF–TRFE composite as a 

function of the relative polarizations of the ceramic and the copolymer has been studied [101]. They 

find that the composite with the ceramic and the copolymer polarized in the same direction exhibits 

the strongest pyroelectricity but relatively weak piezoelectricity. 

 

11.6.4. Optical Properties 

 

Several ferroelectric oxides such as BaTiO3, (Pb, La)TiO3, LiNbO3, and KNbO3 have useful 

nonlinear optical (NLO) properties because of their polar crystallographic structure. Transparent 

TeO2-based glasses containing dispersed ferroelectric crystallites are promising NLO glass 

candidates. The advantage of using a TeO2-based glass as matrix is that its refractive index is close 

to that of several ferroelectric crystals, which leads to low scattering losses at the glass-ceramic 

interface. Other types of glasses have also proved useful. Transparent glass–ceramic composites in 

which ≈40 nm SrBi2Ta2O9 particles were dispersed in lithium borate glass appears to be a 

promising candidate for NLO applications [102]. At room temperature, the system shows a 

pronounced second harmonic generation (at 532 nm) and a ferroelectric hysteresis with a low 

dielectric loss. 

From a calculation of the electro-optic Kerr constant of a composite containing nonlinear, 

centrosymmetric dielectric microcrystals, it has been shown that the nonsphericity of the 

microcrystals may lead to an enhancement of the Kerr constant provided the permittivity of the 

glass ceramic phase is much smaller than that of the inclusions [103]. 

 

11.6.5. Magnetoelectric Properties 
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The magnetoelectric (ME) effect is characterized by the appearance of an electrical 

polarization (magnetization) on applying a magnetic (electric) field. A material with a high ME 

coefficient should find application as magnetoelectric sensors in radioelectronics, microwave 

electronics, and optoelectronics. Other than the “intrinsic” ME effect shown by many single phase 

materials (Cr2O3, yttrium iron garnets, rare earth ferrites, etc.), an “extrinsic” ME effect may be 

exhibited, for example, by a ferrite/piezoelectric (ceramic/ceramic) composite, so-called since 

neither of the two components is individually a ME system. Thus, when a magnetic field is applied 

to such a composite, the ferrite particles change shape due to magnetostriction, and the strain is 

passed on to the piezoelectric phase, which results in an electric polarization. The ME effect has, in 

fact, been observed in composites such as CoFe2O4/BaTiO3, (Ni–Co–Mn) ferrite/PZT, etc. 

Theoretical calculations of the ME effect in composites have been made using Green’s function 

techniques and considering linear and nonlinear coupling between piezoelectric and piezomagnetic 

particles. Interestingly, a giant linear ME effect is predicted in, for example, a composite of 

ferromagnetic rare earth iron alloys filled with a ferroelectric polymer such as PVDF [104]. A three-

phase multiferroic composite consisting of particles of Tb–Fe–Dy alloy (Terfenol-d), dispersed 

(with a volume fraction f ) in a mixture of PZT and PVDF has been studied [105]. The ME response 

of such a composite is due to the large magnetostriction of Terfenol-d and the large piezoelectricity 

of PZT, and the coupling between the two through a flexible matrix. The percolation threshold for 

such a system (as measured from dielectric, piezoelectric, and ME properties) occurs at fT ≈ 0.12. 

For f < fT , the system exhibits increasing piezoelectric and ME response. But these quantities drop 

sharply as fT is approached and vanish at fT , above which volume fraction the composite only 

shows magnetostriction. The expected giant ME effect remains unrealized as yet. 

 

11.7. SYNTHESIS OF NANOCRYSTALLINE FERROELECTRICS 

 

 

A wide variety of chemical techniques have been successfully used for synthesizing 

nanocrystalline ferroelectrics with controlled mean size and size distribution (see [106] for a recent 

review). These include sol–gel, co-precipitation, spraypyrolysis, freeze-drying, microemulsion-

mediated reactions, hybrid dry–wet processes, etc. Conventional “dry” powdermixing processes are 

usually unsuitable because the temperatures involved are often too high—resulting in grain growth 

and a broad size distribution. Some of the more useful wet techniques are briefly described. 

 

11.7.1. Sol–Gel Process 

 



 36 
A sol is a dispersion of solid particles (less than ≈100 nm in size) in a liquid, while a gel is 

a rigid (or semisolid), porous interconnected network. The sol–gel process [107, 108] consists of the 

following generic steps (also described schematically in Fig. 11.12): 

(i) preparation of a homogeneous solution of the precursors (e.g., metal alkoxides) in an 

organic solvent miscible with water [or with the reagent used in step (ii) ]; 

(ii) conversion of this solution into a sol by treatment with suitable reagents; 

(iii) gelation of the sol via polycondensation ; 

(iv) shaping the gel (or viscous sol) into the desired form (granular, spherical, thin film, 

fiber, etc.); 

(v) low temperature sintering (usually <500°C) of the shaped gel into the final 

nanocrystalline product. 

The precursor metal alkoxides, M(OR)n (where M is the metal and R is an alkyl group) can 

be synthesized by reacting the corresponding metal chloride with an alcohol in the presence of a 

base such as ammonia. The general reaction is 

MCln+ nROH + nNH3 = M(OR)n + nNH4Cl 

 
 

Fig. 11.12. A schematic flow chart of the sol–gel process for the synthesis of low-dimensional 

oxide/ceramic materials. 
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The metal alkoxides can then be hydrolyzed to yield oxides, hydrated oxides, and hydroxides in 

the amorphous, crystalline, or nanocrystalline form. A number of ferroelectric oxides have been 

successfully synthesized using the basic sol–gel process as well as its many variations. A detailed 

discussion of the preparation of a variety of ultrafine Ba and Pb based perovskite compounds and 

their solid solutions has been given [109]. A comparative study of the advantages of the sol–gel 

technique over the conventional oxide–mixing route in the case of ferroelectric (Ba0.2Pb0.8)TiO3 has 

been provided [110]. Complex alkoxides to prepare submicrometer Pb(Zr1−xTix)O3 has been used 

[111]. PbTiO3 fine particles by the basic sol–gel technique have been prepared [26]. They dissolved 

lead acetate in 2-ethylhexanol at 80°C and added a stoichiometric amount of titanium n-butoxide to 

the solution, which was then hydrolyzed by adding water. The resulting precipitate was washed, 

filtered, and dried. PbTiO3 fine particles of different average size in the 20–200 nm range were 

obtained by calcining the dried precipitate at different temperatures between 550 and 700 °C. 

Earlier, similar results starting from a stoichiometric mixture of titanium tetra-isopropoxide and 

lead isopropoxide, both dissolved in isopropyl alcohol had been achieved [24]. Several hybrid 

techniques based on the basic sol–gel have also been successfully used. Nanocrystalline PbZrO3 has 

been synthesized by using NH4OH to co-precipitate Pb2+ and Zr4+ ions from an aqueous solution of 

Pb(NO3)3 and ZrOCl2·8H2O [26]. The mixed precipitate was converted to a stable sol by 

ultrasonication and gelated using 2-ethyl hexanol in presence of a surfactant. The gel was dried and 

calcined to obtain nano-PbZrO3. 

 

11.7.2. Co-Precipitation and Complexation 

 

In this process, it is essential to achieve conditions that allow simultaneous and not 

sequential or selective precipitation of the relevant cations. This would ideally allow a molecular 

level mixing of the components and may be expected to lead to a totally homogeneous product. 

However, even in this case the resulting precipitate would be a mixture of different phases, 

probably with different particle sizes. The formation of the final product would then proceed via 

solid-state atomic diffusion among these particles, resulting in particle growth and a relatively broad 

size distribution. Wherever possible, it is preferable to form a complex of all the cations that would 

directly lead to the desired phase on thermal decomposition. The decomposition temperature should 

obviously be optimized to minimize particle growth. 

As a simple example, let’s consider the synthesis of nanocrystalline PbTiO3 by 

coprecipitation from Pb(NO3)2 and TiCl4 [28]. TiCl4 (dissolved in HCl) was precipitated as Ti(OH)4 

by adding NH4OH before being converted to soluble Ti(NO3)4 by adding con. HNO3. The presence 

of NH4NO3 in the solution prevents the formation of insoluble PbCl2 during the subsequent step. An 

aqueous solution of Pb(NO3)2 was added to the Ti(NO3)4 solution in stoichiometric proportion. The 
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cations were co-precipitated as hydroxides by adding the solution to NH4OH while keeping the 

pH controlled at 9–10. The mixed hydroxide precipitate was heated to various temperatures 

between 460 and 850 °C to produce PbTiO3 nanoparticles in the size range 20–200 nm. 

Co-precipitation from organometallic precursors has been used to synthesize ultrafine 

BaTiO3 [112]. Potassium titanyl oxalate solution was slowly added to a barium acetate solution, 

being continuously stirred. The precipitate was dried and calcined at 550 °C to produce BaTiO3. A 

similar technique (using strontium nitrate instead of barium acetate) can be employed to produce 

SrTiO3. 

 

11.7.3. Microemulsion-Mediated Reactions 

 

A microemulsion is a thermodynamically stable, optically isotropic dispersion of two 

immiscible liquids (usually water and oil) consisting of nanosized domains of one liquid in the 

other, stabilized by an interfacial layer of surface active molecules (surfactant). A water-in-oil 

microemulsion consists of essentially monodispersed droplets (10–100 nm in size) of an aqueous 

phase in a continuous hydrocarbon phase. The dispersed aqueous phase can be used as nanoreactors 

for the precipitation of uniform-sized nanoparticles of a variety of metals, oxides, halides, etc. [113, 

114]. Typically, the two reactants are confined within the aqueous cores of two different suitably 

chosen microemulsion systems. On adding the two, the reactants come into contact in a controlled 

manner since the aqueous droplets continually collide, coalesce, and exchange contents. The 

resulting precipitated species remains confined within the core of the microemulsion and is 

subsequently separated, dried, and heat-treated—if necessary—to obtain the nanoparticulate solid 

(Fig. 11.13). The droplet size, and hence the particle size of the final product, is controlled 

essentially by the water/surfactant ratio, in addition to other microemulsion parameters. 
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Fig. 11.13. Schematic diagram of the conventional scheme used for microemulsion-mediated 

precipitation of oxide nanoparticles. 

 

A microemulsion-mediated sol–gel process for the synthesis of perovskite oxides such as 

BaTiO3, BaZrO3, SrTiO3, and SrZrO3 in the form of ultrafine particles stabilized as colloids in an 

organic solvent has been reported [115]. The metal alkoxide solution was prepared by refluxing Ba 

or Sr in isopropanol at 125 °C under dry N2. The Ba/Sr isopropylate was cooled to room 

temperature and equimolar quantities of Ti(nprop)4 or Zr(nprop)4 added to it. Immediately 

thereafter, a water-incyclohexane microemulsion with Brij-30 (polyoxyethylene-4- laurylether) as 

surfactant was poured into the solution. This results in a transparent solution consisting of 

nanodispersed metal precipitates. The alcohol, cyclohexane, and water were removed from the 

solution by vacuum evaporation and the residue was washed in acetone using a centrifuge. The 

dried precipitates were sintered at various temperatures to obtain 9 nm BaTiO3 (at room temp.), 18 

nm SrTiO3 (700 °C, 1 h), 11 nm BaZrO3 (800 °C, 1 h), or 19 nm SrZrO3 (900 °C, 1 h). A flow chart 

of the process is shown in Fig. 11.14. 
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Fig. 11.14. Schematic diagram of the microemulsion-mediated sol–gel reaction for producing oxide 

nanoparticles. 

 

A water–oil emulsion has been used to synthesize 100 nm (and larger) PbTiO3 

microparticles [116]. The aqueous phase contained a solution of equimolar lead nitrate and titanium 

oxynitrate (produced by hydroxide precipitation from TiCl4 using NH4OH, and dissolving the 

precipitate in HNO3) dispersed in n-octane with 1 wt% SPAN-80 as surfactant. Due to the nature of 

the surfactant as well as the low surfactant/water ratio used, the resulting mixture is an emulsion 

(which phase-separates spontaneously with time) rather than a microemulsion. The advantage of 

this technique is that an additional precipitation step is unnecessary and the PbTiO3 fine particles 

are obtained directly by removing the solvents and subsequent thermal treatment. The disadvantage 

of not using a microemulsion is that the resulting particle size was rather large: 100–200 nm for 

samples calcined at 700 °C. 
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11.7.4. Hydrothermal Reactions 

 

Hydrothermal synthesis generally involves water as a catalyst as well as a component and is 

used to describe reactions at temperatures above 100 °C and pressures above 1 atm. This route 

offers certain important advantages such as ease of use, high product purity, good control over 

particle size, and low process cost. For example, BaTiO3 powder has been synthesized by a low 

temperature, low pressure hydrothermal route [117] based on the reaction of TiO2 (anatase) powder 

in an alkaline aqueous solution of Ba(OH)2 at 90 °C. Hydrothermal routes generally involve the 

processing of an aqueous solution or suspension of the precursor gel powder at somewhat elevated 

temperatures and pressures. Such precursor gel powders are usually nmsized gels containing 

precipitated metal salts (such as chlorides, sulfates, and nitrates) or metal alkoxides. However, 

spherical gel powders have also been used in hydrothermal synthesis. Thus spherical nanoparticles 

of PbTiO3, BaTiO3, and SrTiO3 from spherical TiO2 gel powder have been synthesized [118], while 

spherical nanoparticles of PbZrO3 and Pb(Zr,Ti)O3 where prepared from spherical gels of ZrO2 and 

ZrTiO4, respectively. The TiO2 and ZrO2 spherical gel powders were first synthesized by the 

thermal hydrolysis of TiCl4 and ZrOCl2, respectively, while the spherical ZrTiO4 gel powder was 

obtained from thermal hydrolysis of a mixture of TiCl4 and ZrOCl2 in an alcohol–water solution. 

The sources for the A-site cations of the perovskite compounds were Pb(CH3COO)2·3H2O, 

Ba(OH)2·8H2O, and Sr(OH)2·8H2O. The most interesting point about this process is that the 

spherical precursor gel powders retain their shape during the hydrothermal treatment to produce 

rather large (400–800 nm) but perfectly spherical particles of the perovskite oxide product. 

Since the hydrothermal technique leads to considerable energy savings due to relatively low 

processing temperatures, several modifications of the basic process have been investigated. A 

combination of microwave and hydrothermal techniques to synthesize a number of ultrafine 

perovskite such as BaTiO3, SrTiO3, (Ba,Sr)TiO3, PbTiO3, Pb(Zr,Ti)O3, Pb(Mg,Nb)O3, etc. have 

been used [119].  The use of microwaves enhances the reaction kinetics by one or two orders of 

magnitude over the conventional hydrothermal process. Since the reaction vessel is sealed during 

the process, the synthesis of Pb- and Bi-based systems, for example, is environmentally safer. The 

microwave-hydrothermal process typically uses a microwave digestion system operating at 2.45 

GHz and 600 W and at a maximum pressure of 200 psi. As a typical example, BaTiO3 from a 

solution of Ba(NO3)2, TiCl4, and KOH at 20 psi has been prepared. The product consisted of 

spherical, unagglomerated particles having a size in the range of 100–200 nm. 
 

 

11.8. DEPOSITION OF FERROELECTRIC THIN FILMS 
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During the past couple of decades, major advances have taken place in the techniques for the 

deposition of uniform, homogeneous, device-quality thin films. Several different techniques have 

been successfully employed for the synthesis of high quality ferroelectric thin films suitable for 

basic studies as well as device applications. A process for depositing ferroelectric thin film based 

devices should generally possess the following characteristics [120]: 

(1) possibility of integration with metallic or conductive oxide electrode layers with 

physicochemical properties different from the ferroelectric material, 

(2) compatibility with integrated device processing with specific microstructure on specific 

substrates, 

(3) production of highly oriented as well as polycrystalline films and heterostructures with 

specific properties, 

(4) ability to produce patterned structures, superlattices, and layered heterostructures, 

(5) perfect reproducibility of the deposition process, 

(6) economical with high deposition rates. 

The three most successful techniques that satisfy most of these criteria are pulsed laser 

ablation deposition (PLAD), metal-organic chemical vapor deposition (MOCVD), and plasma/ion-

beam sputter deposition (PSD/IBSD). Here we provide brief descriptions of these processes. It is 

relevant to note that these techniques can also be suitably modified to produce nanocrystalline thin 

films of various materials (metals, oxides, nitrides, sulfides, etc.) with controlled grain size in the 5–

100 nm range [121]. Some of the other techniques that have been used with varying degrees of 

success for producing ferroelectric films are chemical vapor deposition, metal-organic deposition, 

liquid source mist deposition, and sol–gel. 

 

11.8.1. Pulsed Laser Ablation Deposition 

 

The main advantage of PLAD is that it allows rapid and stoichiometric deposition of 

multication as well as multicomponent oxide films. A typical PLAD system requires an excimer 

laser (such as a KrF laser operated at 248 nm, with an output power density of ∼1 Jcm−2, and a 

repetition rate of 1–10 Hz), a rotating target holder, and a substrate holder that can be heated to 

about 800 °C. The process allows considerable control over the composition, microstructure, and 

properties. The process parameters that mainly determine these quantities are the ambient gas 

(usually O2) pressure, the substrate temperature, the target-to-substrate distance, the laser energy, 

and wavelength. 

 

Recent Applications 
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SBT films were grown by PLAD as a part of a metal–ferroelectric–insulator–

semiconductor FET structure (SBT/SiON/Si) [122]. Ferroelectric Sr2(Ta1−xNbx)2O7 films on 

Pt/Ti/SiO2/Si and SiO2/Si(100) substrates have been deposited [123]. Excellent ferroelectric 

properties were observed [124] in (Pb,La)(Zr,Ti)O3 deposited directly on metal surfaces. PZT thin 

films deposited on different substrates (Au coated Si, Al2O3, Corning glass, etc.) by reactive pulsed 

laser (Nd-YAG) deposition show good piezoelectric and ferroelectric properties [125]. It has been 

shown that the coercive field in PLAD-deposited thin-film ferroelectric capacitors consisting of 

PZT sandwiched between La0.5Sr0.5CoO3 electrodes is comparable to bulk ceramic values [126]. 

Textured thin-film capacitors with a columnar microstructure were found to show lower switching 

voltages than epitaxial films. High quality BaTiO3 thin films were epitaxially grown on SrTiO3 

(100) substrates from a single crystal target [127]. BaTiO3/YBa2Cu3O7 bilayer structures on LaAlO3 

(100) substrates have been also grew. Ba0.5Sr0.5TiO3 thin films on conducting RuO2 [grown 

epitaxially on (100) LaAlO3] have been deposited [128], which showed pure (111) orientation 

normal to the substrate surface and exhibited dielectric constant above 600 and dielectric loss of 

0.03–0.05 at 100 kHz under zero dc bias. It was able to deposit perfectly c-axis oriented, single 

phase, ferroelectric PbTiO3 films directly on (100) Si [129]. 

 

11.8.2. Metal-organic Chemical Vapor Deposition 

 

MOCVD outstrips all other techniques as far as compositional control, large-area film 

uniformity, and compatibility to ULSI fabrication technology are concerned. Since it is extensively 

used in commercial IC fabrication, the process parameters and instrumentation are understood 

extremely well. However, the major disadvantage still faced by this technique in the processing of 

ferroelectric oxides is the nonavailability of some of the metal-organic precursors with acceptable 

purity, vapor pressure, and chemical stability. A typical experimental setup (used for the synthesis 

of PbTiO3 and PZT thin films) [130] consists of a cold-wall reactor with horizontal flow design 

using a resistively heated inconel susceptor. The system is equipped with three temperature and 

pressure controlled liquid-source stainless steel bubblers containing the organometallic precursors 

(for Pb, Ti, and Zr). In the case of low vapor pressure solid precursors, one directly sublimates the 

solid or evaporates the melt into the carrier gas, which is usually N2, He, or Ar. For most materials, 

better thickness and compositional uniformity can be achieved when the processing occurs at 

pressures below about 100 Torr. 

 

Recent Applications 

The application of MOCVD to the synthesis of ferroelectric thin films has been reviewed [131]. 

Many common ferroelectrics such as SBT, BST, PZT, etc. have been successfully grown by 
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MOCVD and there is substantial volume of literature on the subject. In MOCVD-grown BaTiO3 

films on (100)Pt/(100)MgO substrates, the grain size was found to be strongly affected by p(O2) and 

showed a maximum when p(O2) was between 66 and 93 Pa. The dielectric constant increased from 

93 to 640 with increasing grain size from 20 to 130 nm, showing a broad peak at 350–380 K [132]. 

The important issue of new, single source MOCVD precursors for SBT, SBN, and SBTN has been 

addressed [133]. It is clear that MOCVD remains the most promising technique for ferroelectric 

thin film based device fabrication and integration. 

 

11.8.3. Plasma Sputter Deposition 

 

There is extensive work on the PSD of ferroelectric thin films using multiple element targets 

as well as multicomponent oxide targets. The target (cathode) is connected to a dc or rf power 

supply (100 V to few kV) while the substrate (anode) may be grounded, electrically floating, or at 

small dc bias and is typically heated to a few hundred °C. After evacuating the chamber, a gas 

(typically a few millitorr of Ar) is introduced and serves as the medium in which the plasma 

discharge is initiated and sustained. It is advantageous to confine the plasma magnetically using a 

magnetron system. When a visible discharge is maintained between the electrodes, there is a flow of 

current accompanied by a deposition on the substrate. The process parameters that control the 

composition, microstructure, and film quality include the gas pressure, the substrate temperature, 

the target-substrate geometry, and the applied dc/rf voltage. Thus, oriented and epitaxial films can 

usually be grown when conditions are such that the mean kinetic energy of the sputtered atoms is 

rather low when they arrive at the substrate. The use of elemental metallic targets in the deposition 

of PZT films with controlled stoichiometry and properties has been demonstrated [134]. They used 

a disc-shaped target with several unequal sectors of Pb, Zr, and Ti. They suggest that such a process 

is governed by three factors: (a) the formation of a reproducible oxide layer on the target surface, 

(b) the stability of the oxide species during transport through the plasma, and (c) the nucleation and 

growth of the film on the substrate. 

 

Recent Applications 

PZT (and Nb substituted PZT) films on Si by rf-magnetron sputtering have been deposited 

and the effect of process parameters on dielectric, ferroelectric, and piezoelectric properties have 

been studied [135]. Ferroelectric PLZT thin films on 200 mm diameter Pt/Ti/SiO2/Si substrates in a 

multichamber production system have been deposited [136]. Using rf-magnetron sputtering from 

elemental targets, highly oriented (111) PbTiO3 films were deposited on amorphous sapphire for 

optical studies [137]. SBT films have been deposited by rf-magnetron sputtering on a 

Pt/Ti/SiO2/Si(100) structure between 500 and 600 °C. The maximum remnant polarization value 
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(2Pr ) of the SBT film was 15 µC/cm2 [138]. BST films have been grown on SrTiO3, LaAlO3, 

MgO, α-Al2O3, and Y3Fe5O12 by rf sputtering [139]. In recent times, many other ferroelectric thin 

films have also been grown using this technique.  

The IBSD technique typically uses an Ar+ beam directed at 45° to the target normal. In a 

more successful modification, multiple ion beams have been used, where each beam is directed at 

different elemental targets such as Pb, Ba, Zr, and Ti [140]. 

 

 

11.8.4. Thick Film Printing 

 

Thick film printing techniques for PZT have been developed to produce thick films in excess 

of 100 µm. Such thicknesses are desired for applications that require actuation forces that cannot be 

achieved with the much thinner sol-gel films. A thick film printing process whereby a PZT paste is 

made from a mixture of 95% PZT powder, 5% lead borosilicate powder, and an organic carrier was 

described in work [141]. The paste was then printed through a stainless steel screen using a thick 

film printer. Printing was performed on an oxidized Si substrate that is capped with a Pt electrode. 

After printing, the paste was dried and then fired at 850 °C to 950 °C. Printing could be repeated to 

achieve the desired thickness. The top electrode consisted of an evaporated Al film. It has been 

found that it was possible to perform plasma-based processing on the printed substrates, but that the 

porous nature of the printed PZT films made them unsuitable for wet chemical processing.  
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11.9. LOCAL PROBE MEASUREMENTS 

 

 

Direct observation of ferroelectric domains provides a wealth of information on static and 

dynamic properties of ferroelectrics. A number of techniques, such as polarized optical microscopy, 

electron microscopy, surface decoration, pyroelectric emission, and etching, have been employed 

for visualization of domain structures [1, 2]. The main limitations of these methods have been either 

low spatial resolution or the destructive nature of the visualization techniques.  

Rapid development of electronic devices based on ferroelectric thin films [142] generated a 

strong need for studies of ferroelectric properties at the nanoscale. Fortunately, this need appeared 

at the same time as new techniques for nanoscale characterization of materials became available. 

Specifically, scanning force microscopy (SFM) has emerged as a powerful tool for high-resolution 

characterization of virtually all types of materials, such as metals, semiconductors, dielectrics, 

polymers, and biomolecules [143-145]. In the field of ferroelectricity, the application of the SFM 

technique resulted in a real breakthrough providing an opportunity for nondestructive nanoscale 

visualization of domain structures in ferroelectric thin films. The employment of SFM makes 

possible nanoscale mapping of the surface potential, evaluation of local electromechanical 

properties, and dielectric constant measurements. In other words, characterization by means of SFM 

provides crucial information on the dielectric properties of ferroelectrics with unprecedented spatial 

resolution. Another promising development related to SFM is modification of the ferroelectric 

properties at the nanoscale via local polarization reversal induced by a conductive SFM tip. 

Clearly, it is essential to understand the basic phenomena governing size effects in 

ferroelectric nanomaterials if we want to apply them to the next generation of high density 

electronic devices and microelectromechanical systems. In addition to some of the important studies 

described in the preceding sections, a number of new and interesting results have started arriving 

from various types of high resolution, local probe measurements such as SFM. These techniques 

allow us to directly visualize the ferroelectric domain structure and dynamics. SFM-based methods 

for ferroelectric domain imaging make use of either the piezoelectric property of ferroelectrics or 

the presence of surface charge associated with the presence of the spontaneous polarization [146].  

Scanning force microscopy can be considered as a combination of a surface force apparatus 

and a surface profilometer, as it is based on local monitoring of the interaction forces between a 

probing tip and a sample [144]. The forces acting on the tip after it has approached the sample 

surface cause a deflection of the cantilever according to Hooke’s law. This deflection can be 

detected optically or electrically with subangstrom accuracy and is controlled by a feedback device, 

which regulates the vertical position of the tip over the surface. By keeping the deflection constant 

while scanning the sample, a three-dimensional map of the surface topography can be obtained. 
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Besides this constant force mode, many other modes have been developed. The response of the 

cantilever to the externally modulated force (for example, due to an applied ac bias) can be used to 

map such physical properties as mechanical stiffness, friction, electric fields, density of electronic 

states, and so forth.  

Depending on the type of tip-sample force interaction (attracting or repelling), the SFM can 

operate in two different regimes: noncontact or contact, respectively.  

(a) Noncontact Mode: In the noncontact regime, the tip is scanned over the surface at a 

distance of 10–100 nm, which is controlled, for example, by monitoring the resonant frequency of 

the cantilever [147]. The tip-sample interaction in this regime is dominated by the long-range 

polarization and electrostatic forces. Because of this feature, noncontact SFM can be used for 

ferroelectric domain imaging by detecting the electrostatic field of the surface polarization charges. 

This mode of SFM is called electrostatic force microscopy (EFM) [148]. Quantitative information 

on local surface potential related to spontaneous polarization can be obtained by means of scanning 

surface potential microscopy (SSPM), or Kelvin probe force microscopy (KPFM) [149, 150], a 

technique complementary to EFM. Scanning capacitance microscopy (SCM) can be used to 

generate an image of trapped charges by measuring local tip-sample capacitance [149, 151]. SCM is 

not necessarily a noncontact mode of operation, as the probing tip can be placed in direct contact 

with the sample surface to measure the sample capacitance. General disadvantages of noncontact 

methods include susceptibility to screening effects, sensitivity to sample surface conditions, and low 

resolution in ambient air. 

Electrostatic Force Microscopy 

Imaging of ferroelectric domains in the noncontact mode is based on the detection of the 

modulated electrostatic interaction force between the probing tip and polarization charges. There 

are two modulation methods in the noncontact imaging. 

In the conventional approach, the cantilever is made to oscillate near its resonant frequency 

by use of a piezoelectric bimorph. When the tip is brought close to the surface, the attractive force 

gradient acting on the tip alters the force constant k0 of the cantilever as k′ = k0 − ∂F /∂z. This in turn 

leads to a change in the resonant frequency and in the vibration amplitude. A feedback loop adjusts 

the tipsample distance to keep the amplitude of oscillation constant [147]. Obviously, in the case of 

the ferroelectric sample, there is an electrostatic contribution to the attractive force due to the 

Coulomb interaction between a surface polarization charge and an image charge Qt in the probing 

tip. As the tip crosses the wall, it experiences a change in the force gradient, and the feedback loop 

alters the tip-sample distance to keep the gradient and the vibration amplitude constant. This 

produces a variation of contrast in the feedback signal image, which can be interpreted as an image 

of the domain wall (Fig. 11.15) [152]. Since the Coulomb force is proportional to the product of the 

polarization and image charges, the force gradient signal provides information only on the 
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polarization magnitude and not the sign. This implies that the contrast of opposite 180° domains 

will be the same and that only domain walls will be visible because of the spatial variation of the 

charge density in the vicinity of a 180° domain boundary. 

 
Fig. 11.15. (a) Sketch illustrating a mechanism of domain wall image formation in EFM. (b) 

Topographic and (c) EFM images of the etched lead titanate crystal. The domain structure consists 

of antiparallel c-domains, which appear with the same contrast in the EFM image, and domain walls 

appear as bright lines due to the surface charge gradient at the 180° domain walls. Topographic 

contrast is due to the differently etched surfaces of positive and negative domains [152].  

 

(b) Contact (Piezoresponse) Mode: In the contact regime, the probing tip is in mechanical 

contact with the sample surface and senses repulsive short-range forces. The difference in 

mechanical, structural, electrochemical, dielectric, and piezoelectric properties of opposite 

ferroelectric domains can provide domain contrast in the SFM contact regime. Contact SFM 

methods of domain imaging include a topographic mode of atomic force microscopy (AFM), lateral 

(friction) force microscopy (LFM), piezoresponse force microscopy (PFM), and scanning nonlinear 

dielectric microscopy (SNDM). SFM-based methods of ferroelectric domain imaging are 

summarized in Table 11.3. 

When the probe tip is in contact with the ferroelectric sample, the domain structure can be 

observed in the SFM piezoresponse mode by monitoring the local electromechanical oscillation of 

the sample caused by an ac voltage applied through the probe tip. The sample vibration due to an ac 

signal of frequency ω also has a second harmonic component at 2ω due to the electrostrictive effect 

and the dielectric response. 

Contact domain imaging can be divided into static and dynamic, or voltage-modulated, 

methods. Static imaging methods, such as a topographic mode of AFM and lateral force 
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microscopy, make use of the surface domain dependent properties of ferroelectrics, such as 

surface corrugations associated with the presence of different domains, difference in structure of 

polar faces of opposite domains, variations in friction forces, and so on. Dynamic methods, which 

include PFM and SNDM, are based on voltage modulation and detection of the electrical and 

mechanical responses of opposite ferroelectric domains to the applied ac voltage. The contact SFM 

imaging methods provide significant advantages, such as high lateral resolution (well below 10 

nm), a possibility of the three-dimensional reconstruction of domain structure, and effective control 

of nanodomains. However, interpretation of the domain images could be complicated by cross-talk 

between different mechanisms involved in the domain contrast formation. 

 

Table 11.3. Ferroelectric domain imaging by SFM 

Ferroelectric domain imaging by SFM 

Non-contact imaging 

EFM Electrostatic Force Microscopy 

SSPM Scanning Surface Potential Microscopy 

KPFM Kelvin Probe Force Microscopy 

SCM Scanning Capacitance Microscopy 

Contact imaging 

LFM Lateral (friction) Force Microscopy 

PFM Piezoresponse Force Microscopy 

AFM Atomic Force Microscopy 

SNDM Scanning Nonlinear Dielectric 

Microscopy 

 

Studying the piezoelectric properties of individual grains in relaxor ferroelectric films [solid 

solution of PbTiO3 and Pb(Mg,Nb)O3] by SFM, a clear correlation between the values of the 

effective piezoelectric coefficients and the grain size has been observed [49]. Larger grains show 

stronger piezoelectric behavior, spontaneous polarization, and coercivity. A contrasting result was 

reported in [153], who deposited PZT films by reactive sputtering on conductive Nb:SrTiO3 and 

patterned features down to 50 nm by e-beam lithography. Piezoelectric sensitive SFM in the contact 

mode revealed a strong increase of the piezoelectric response for feature sizes with lateral 

dimensions below 300 nm (in 200 nm films). This behavior is believed to be due to vanishing a-

domains. 

Scanning piezoresponse microscopy has been used [154] to show that in a ferroelectric thin 

film that has been depoled using the shrinking hysteresis loop method (similar to degaussing a 

ferromagnet) the zero-field, zeropolarization state actually consists of an array of up and down 
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polarized domains, and each domain is roughly the size of the grains in the sample. The 

microscopic correlation between the crystallinity, domain arrangements, and switching behavior of 

SBT thin films deposited by PLAD and flash MOCVD have been studied [155]. They show that the 

domain contrast of an individual grain and its switchability are strongly dependent on the grain 

orientation. 

Scanning probe techniques have also been used to demonstrate that single, 10 nm wide 

nanowires of BaTiO3 are ferroelectric [156]. These nanowires, synthesized by a solution based 

method, are essentially single crystalline, defect-free ferroelectrics. Due to their one-dimensional 

structure, they should serve as the building blocks for fabricating a variety of nanoscale functional 

devices. Electrical polarization can be reproducibly induced on such nanowires but is retained only 

for a few days. 

It appears safe to anticipate that in the next few years, many of the fundamental problems in 

nanoferroelectrics would be addressed and resolved using scanning probe techniques. 

 

11.9.1. SFM of Ferroelectrics 

 

Application of SFM to ferroelectric materials opened new possibilities for their 

characterization, control of ferroelectric properties at the nanoscale, and fabrication of regular 

nanodomain patterns for use in functional devices. 

 

Characterization 

Ferroelectric thin films are currently attracting significant interest because of the recent 

achievements in their integration into nonvolatile random access memory devices characterized by 

high-speed access, low power consumption, almost unlimited endurance, and extreme radiation 

hardness [157]. However, for ferroelectric memories to become high volume, mainstream devices 

competitive with other types of nonvolatile memories, two major requirements must be fulfilled. 

The first is the ability to manufacture at high device density in the gigabit range, where the 

constituent ferroelectric capacitors are reduced to submicrometer dimensions. The second is the 

necessity to ensure that ferroelectric memory devices of these dimensions can achieve the necessary 

performance, reliability, and lifetime requirements. These two requirements demand intensive 

studies of ferroelectric films to achieve a major breakthrough in understanding their nanoscale 

properties. For high-density memories, the ferroelectric capacitor must be scaled to area and 

thickness dimensions, which may approach the stability limits for the ferroelectric phase. In 

addition, the intrinsic capacitor-to-capacitor variability becomes an issue as the number of grains 

per capacitor becomes small. Despite significant progress in the development of ferroelectric films 

and devices over the last several years, there remains a great deal that is not known regarding the 
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domain structure of thin films and its role in determining device switching speed and lifetime. 

The major limitation in acquiring this crucial information has been the lack of experimental 

methods to characterize ferroelectric switching behavior at the microscopic level. Most of such 

experiments have been performed by destructive methods, such as transmission electron 

microscopy. 

In this respect, SFM has a significant advantage over other high-resolution techniques, as it 

provides the possibility of direct nondestructive high-resolution characterization of ferroelectric 

materials at the nanoscale level. Over the last 10 years SFM has proved to be an indispensable tool 

capable of dielectric, surface potentiometric, and electromechanical characterization of 

ferroelectrics at the micro- and nanoscale levels. Application of SFM has rendered direct 

information on local surface potential and charge distribution, nanoscale domain arrangement, and 

domain kinetics during phase transition [158-164]. SFM has been successfully applied to high-

resolution studies of static and dynamic properties of domains in ferroelectric thin films and 

capacitors [165-196]. Recent achievements facilitated by the SFM approach include manipulation 

of domains as small as 20 nm in diameter [170, 197], direct study of domain nucleation and growth 

during polarization reversal [189], investigation of the mechanisms of polarization decay and 

ferroelectric fatigue at the subgrain level [167, 173, 179, 182], evaluation of the switching behavior 

of individual nanocapacitors via hysteresis loop measurements [190-195], and investigation of the 

dielectric breakdown mechanism [198]. Figure 11.16 illustrates several examples of SFM 

capabilities in the nanoscale characterization of ferroelectrics. These results demonstrate that SFM 

is well positioned to become a major characterization and testing tool for ferroelectric devices. 

Nanoscale SFM characterization in combination with phenomenological theory for ferroelectric 

films will lead to better understanding of their basic properties and significant improvement in the 

performance of nanoscale ferroelectric devices. 
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Fig. 11.16. Examples of SFM capabilities in high-resolution characterization of ferroelectrics. (1) 

Simultaneous acquisition of surface topography and polarization distribution [170]. (2) Mapping of 

leakage current sites [198]. (3) Measurement of local (within 20-nm size region) coercive voltage 

and piezoelectric coefficient [170]. (4) Measurement of current-voltage characteristics of a 

micrometer-size ferroelectric capacitor [198]. 

 



 53 
 

Control 

SFM provides a unique opportunity for controlling ferroelectric properties at the nanoscale 

and direct studies of the domain structure evolution under an external electric field, which cannot be 

matched by previously available techniques. A conductive probing tip can be used not only for 

domain visualization but also for modification of the initial domain structure. Application of a small 

dc voltage between the tip and bottom electrode generates an electric field of several hundred 

kilovolts per centimeter, which is higher than the coercive voltage of most ferroelectrics, thus 

inducing local polarization reversal. 

When an electric field is applied opposite to the polarization direction of a single-domain 

ferroelectric, the switching mechanism involves several steps [199]. First, new domains with the 

reverse polarization direction nucleate, mainly at the surface, and then grow through the sample 

thickness (forward growth). Second, the grown domains expand sideways as new domains continue 

to form. Finally, the growing domains coalesce to complete the polarization reversal of a 

ferroelectric. The contribution of the forward and sideways growth mechanisms is a function of the 

applied field and the electrodes and to a large extent determines the switching time. Until recently, 

observation of domain dynamics during switching in thin films has not been performed because of 

the absence of an appropriate experimental technique. It has become possible with the help of the 

PFM method. This approach allows direct studies of the mechanism of polarization reversal and 

measurements of the key parameters of domain dynamics, such as nucleation rate, domain wall 

velocity, spatial distribution of nucleation sites, etc. 

However, a poor time resolution, which is determined by the time required for image 

acquisition (at a scan rate of 2 Hz and an image resolution of 256 × 256 pixels, it takes about 2 min 

to acquire an image), makes the insitu measurements of domain dynamics during fast switching 

processes difficult. Although SFM can readily be used to investigate slow polarization relaxation 

processes with characteristic times on the order of minutes and above, it is a challenge to deduce the 

mechanism of domain transformation when polarization reversal occurs in a matter of microseconds 

and faster. 

This problem is usually circumvented by studying of domain structure dynamics in a quasi-

static regime using step-by-step switching. This method has previously been used at the 

macroscopic level in classical switching experiments on correlating domain structure evolution and 

transient current in ferroelectric crystals [199] and later was applied to thin films [200, 201]. In this 

approach, partial reversal of polarization is generated by applying a voltage pulse shorter than the 

total switching time with subsequent piezoresponse imaging of the resulting domain pattern. By 

applying a sequence of voltage pulses of successively increasing duration and acquiring 

piezoresponse images after each pulse, a consistent picture of time-dependent behavior of domain 
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structure can be obtained, providing information on the domain wall velocity, its spatial 

anisotropy, and its field dependence. To avoid data misinterpretation due to spontaneous back 

switching between the pulses, stability of the produced intermediate patterns should be checked by 

acquiring domain images at different time intervals after single pulse application. 

An example of this approach is illustrated in Fig. 11.17, which shows a sequence of 

piezoresponse images of a growing domain in the PZT film. Based on the contrast of the domain, it 

is assumed that it fully extended through the film thickness after the first pulse and further growth 

occurs via the sideways expansion only. The diameter of the smallest stable domain produced by 

the first voltage pulse of 5 V varied from 20 nm to 40 nm. Since the electric field generated by a 

probing tip quickly decreases with distance, the rate of domain growth, after fast initial expansion, 

declines until the domain stops growing. To describe the sideways expansion of the domain it is 

necessary to take into account the field dependence of the domain wall velocity and the spatial 

distribution of the electric field generated by the probing tip [202]. 

 

 
 

Fig. 11.17. Sequence of PFM images of PZT film showing a sideways growth of a domain in the 

center of the image. The growth is induced by application of 5-V voltage pulses of increasing 

duration to the same spot by a fixed probing tip. (a) Original domain structure. (b–d) Domain 

images after application of voltage pulses. Pulse duration: (b) 0.25 s, (c) 0.5 s, (d) 1 s. 

 

 

Fabrication 
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SFM capability of domain control creates a possibility of developing ferroelectrics with 

specifically designed nanoscale domain patterns, which can find application in novel electronic 

devices. For example, it has been proposed to use SFM as a basis for high-density data storage with 

a ferroelectric layer as a recording medium and nanoscale domains as data bits [166, 197]. Recently, 

the feasibility of practical application of ordered domain structures for the fabrication of 

nanostructures has been demonstrated [203]. Manipulation of polarization of ferroelectric substrates 

in SFM opens a new way to assemble nanostructures consisting of oxide substrates, metal 

nanoparticles, and organic/biological molecules. The idea of using ferroelectric templates for 

nanofabrication is based on utilizing the local surface electronic properties and surface chemical 

reactivity, which can be controlled by switching the direction of spontaneous polarization. On the 

surface of a ferroelectric, an abrupt change in the normal component of the spontaneous 

polarization results in bound polarization charges and in the appearance of a depolarizing field 

[204]. Energy consideration requires that this field must vanish outside the ferroelectric, that is, it 

must be compensated for. In a ferroelectric capacitor, this field can be completely compensated 

(screened) by the charges on the electrodes. In addition, screening by charge absorption at the 

surface can be accompanied by accumulation of the free carriers in the ferroelectric sample just near 

its surface. Surface potential, determined by the relative contribution of the external (surface 

charges) and internal (nonequilibrium carriers) screening mechanisms, is a crucial parameter for 

assembling molecular structures. Therefore, investigation of the interface properties and the 

deconvolution of the external and internal screening in ferroelectrics is critical for developing new 

nanofabrication methods using domain patterned ferroelectric templates. 

Several groups reported generation of regular domain patterns with nanoscale periodicity by 

SFM [166, 197, 201, 205-207]. Nanodomain patterns can be successfully fabricated not only in thin 

films but also in bulk crystals, in spite of the fact that the tip-generated electric field quickly 

decreases with distance to the bulk of the sample [206, 208]. Examples of SFM-fabricated 

nanodomain patterns in BaTiO3, Sr0.61Ba0.39Nb2O6, and RbTiOAsO4 single crystals are shown in 

Fig. 11.18.  
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Fig. 11.18. SFM-generated nanoscale domain patterns in (a) BaTiO3, (b) Sr0.61Ba0.39Nb2O6 [207], 

and (c) RbTiOAsO4 single crystal [206].  

 

For successful application of this domain-based approach to fabrication of novel electronic 

devices, several key issues related to the scale of domain engineering should be addressed. 

First, reproducibility of high-resolution domain writing is necessary for the fabrication of 

reliable, large-scale ferroelectric templates. This requirement critically depends on the uniformity of 

the properties of the ferroelectrics at the nanoscale. This problem can be addressed based on 

statistical analysis of the PFM data of written domains in thin films [183, 209]. With this approach 

the effect of grain size and orientation on spatial homogeneity and reproducibility of the domain 

writing in thin films has been determined. The same approach can be used for bulk crystals and thin 

films to investigate the statistical variations in domain sizes as a function of the microstructure of 

the samples, their dielectric properties, and domain writing conditions. 

Second to be considered is the AFM domain writing resolution, that is, the ability to scale 

the size of the written domains below 50 nm. There are a number of factors affecting a process of 

polarization reversal in SFM: microstructure, interface electrical and mechanical conditions, spatial 

distribution of an SFM-generated electric field, etc. The role of these factors can be different for 

different types of materials and samples. For example, the domain writing conditions in single 

crystals and thin films will be quite different.  

Third, long-term stability of the written domain patterns is a key requirement necessary for 

the fabrication of large scale nanodomain patterns. This problem is closely related to the problem of 

thermodynamic stability of the ferroelectric phase at the nanoscale. One of the most important 

factors affecting domain stability is the screening of spontaneous polarization. EFM and SSPM 

studies can provide an insight into the process of polarization screening at the nanoscale and will 

open a way for local stabilization (and destabilization when necessary) of the domain patterns. This 

combined approach allows quantitative examination of screening processes as a function of time, 

type of interface, template microstructure, and ambient environment. Preliminary studies showed 

that domains as small as 20 nm in diameter could be written and detected by SFM [197]. In 

addition, it has been found recently that ferroelectric films as thin as 1.6 nm (two unit cells) still 

exhibit ferroelectric behavior [210]. SFM studies of domains of these dimensions can contribute to 

better understanding of the size effects and stability issues in ferroelectrics. 

Fourth, and probably the most serious problem for the use of SFM in nanodomain 

fabrication, is throughput [211], which is limited by the tip scanning rate: whereas the write speed 

in ferroelectrics can be in the nanosecond range, the typical scanning speed of most scanning probe 

microscopes is in the range of tens of micrometers per second. The likely solution of this problem 

lies in the use of massive parallelism, as has recently been demonstrated by the IBM Millipede 
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concept [212]. High data rates have been achieved through the use of large (32 × 32) two-

dimensional arrays of SFM probes, which operate simultaneously. 

 

11.10. DEVICE APPLICATIONS 

 

 

The high level of interest in the synthesis, structure, and properties of nanoferroelectrics is 

obviously related to their current and potential use in devices of various types. Applications are 

envisaged in memory devices [213] such as D-RAM, NV-RAM, and EEPROM. Important 

nonmemory applications are in nanorobotic and microelectromechanical (MEMS) devices [214], 

and in sensors and detectors of various types. 

Size effects have a direct bearing on applications. One of the main problems involving 

ferroelectric thin film capacitors of finite area has been pointed out in [72]. This arises from a 

reduction in the total quantity of switched charge due to the effect of fringing fields. Thus, in a 

circular disc of diameter 2 µm and thickness 200 nm (aspect ratio = 10:1) the fringe fields produce a 

7% reduction in the switched charge. But this effect increases nonlinearly with decreasing aspect 

ratio and is about 23% for an aspect ratio of 5:1. 

The ferroelectric NV-RAM works on the principle that at zero applied field, a ferroelectric 

system has two thermodynamically stable states described by ±PR (see Fig. 11.1), each direction of 

polarization encoding either “0” or “1.” Since no external field is required to maintain these states, 

the memory device is nonvolatile. The polarization can be switched between the two states by the 

application of an external electric field, E > ±EC. The criteria for an ideal NV-RAM are fast 

read/write speed, high recording density, high endurance and retention, radiation hardness, 

compatibility with current integrated circuit (IC) technology, nondestructive readout capability, low 

power operation, and commercial viability. Property for property, ferroelectric-based memories are 

expected to beat most competing technologies. The recent discovery of a series of titanate-based 

layered perovskite compounds with very high values of spontaneous polarization might turn out to 

be very useful for NV-RAM applications. For example, a c-axis oriented Bi4−xNdxTi3O12-based 

capacitor was found to have a switchable remanent polarization (2Pr ) of over 100 µC/cm2 and 

fatigue-free behavior [215]. 

Each memory cell consists of a ferroelectric capacitor sandwiched between metal electrodes 

and integrated with an access transistor. Thus the chip layout is composed of a matrix of capacitors 

and transistors. In order to achieve 1 Gbit NV memories, one needs to fabricate ferroelectric 

capacitors with lateral dimensions of 100 nm or less. The fundamental question to be answered is: 

what is the smallest size of the capacitor that will still behave like a ferroelectric? One is 

particularly concerned with the possibilities of depolarizing fields that might become large enough 
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to inhibit switching. According to a review [216], the smallest switchable ferroelectric memory 

cells up to now have been fabricated by Mitsubishi–Symetrix (1 µm×1 µm) [217], NEC (0.7 µm × 

0.7 µm) [218], U. Maryland (100 nm × 100 nm) [219], and MPI Halle (75 nm × 75 nm) [220]. The 

fabrication process involved is either e-beam lithography, focused ion-beam milling, or self-

assembly. Materials and process parameters for ferroelectric D-RAM applications have been 

reviewed in [221]. As an example, Fig. 11.19 shows a sample of PZT nanodots patterned by e-beam 

lithography on a SrTiO3 substrate by the group at MPI. See also Table 11.4. 

 

Table 11.4. Approximate size of smallest switching single ferroelectric cells obtained by various 

research groups. 

Research Element dimension Material used Process Ref. 

Mitsubishi-

Symetrix 

1000 nm × 1000 nm (Ba, Sr)TiO3 e-beam lithography [83] 

NEC 700 nm × 700 nm SrBi2Ta2O9 e-beam lithography [84] 

University of 

Maryland 

100 nm × 100 nm Pb(Nb, Zr, Ti)O3 focused ion beam 

lithography 

[85] 

MPI, Halle 100 nm × 100 nm 

75 nm × 75 nm 

SrBi2Ta2O9 

Pb(Zr, Ti)O3 

e-beam lithography [86] 

 

 
 

Fig. 11.19. Scanning electron micrograph of large-scale-ordering of PZT (30/70) nanoparticles on 

SrTiO3 (111) substrate, patterned by electron beam lithography and crystallized at 650 °C. Inset 

shows magnified view of single dot.  
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To be useful as a memory element, a ferroelectric should ideally have a low dielectric 

constant, moderate spontaneous polarization, TC higher than the operating temperature range, 

switching speed in the nanosecond range, high chemical and environmental stability, and low 

fatigue properties. The need for low voltage operation (<5 V) demands that film thickness be in the 

submicrometer range and the coercive field be low. Two classes of materials, the perovskites 

(mostly PZT, doped PZT, and BST) and the layered perovskites SBT and SrBi2Nb2O9 (SBN) have 

turned out to be particularly useful for this purpose. For many integrated ferroelectric thin film 

applications, SBT has now become the material of choice because: (a) it exhibits very little fatigue, 

(b) it has low leakage currents, and most importantly, (c) bulk properties are retained even in 

extremely thin films. In recent years, some success has also been achieved in depositing PbTiO3 

films on Si [222]. 

The simpler form of the ferroelectric memory is the destructive readout (DRO) consisting 

basically of a transistor and a capacitor. Each read operation consists of switching the capacitor, 

comparing with the linear response of an unswitched reference capacitor, and finally resetting the 

capacitor. The signal is measured and the state of the bit identified by means of a sense amplifier at 

the end of each bit line. The reset operation of the DRO device obviously enhances the fatigue. A 

more sophisticated version is the nondestructive readout (NDRO) where the information can be 

read over and over again, without the need to switch until the next write operation. The NDRO 

involves a field effect transistor (FET) with a ferroelectric thin film replacing the metal gate in a 

conventional FET. Here the polarization of the ferroelectric element (0 or 1) can be sensed without 

reversal by measuring the source–drain current. The magnitude of the current would depend on 

whether the gate is biased positively or negatively. Though such a device has many attractive 

features and some progress has been made in its development [223], a true ferroelectric memory 

FET has not yet been realized. The main problem is short memory retention and this is ascribed to 

the depolarizing field and the gate leakage current [224]. 

Ferroelectric thin films and nanoscale systems are also very useful in several nonmemory 

applications. These include IR detectors, gas sensors, surface acoustic wave devices, electro-optic 

switches and modulators, optical FETs, and waveguides. A lot of interest has been generated due to 

the futuristic applications of MEMS (which include transducers, actuators, accelerometers, etc.) that 

incorporate piezoelectric thin films such as PZT.  

Piezoelectric materials play an important role in MEMS technology for sensing and 

mechanical actuation applications. In a piezoelectric material, mechanical stress produces a 

polarization, and, conversely, a voltage induced polarization produces a mechanical stress. Many 

asymmetric materials, such as quartz, GaAs, and zinc oxide (ZnO), exhibit some piezoelectric 

behavior. Recent work in MEMS has focused on the development of ferroelectric compounds, such 

as lead zirconate titanate, Pb(ZrxTi1-x)O3, or PZT for short, because such compounds have high 
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piezoelectric constants that result in high mechanical transduction. It is relatively straightforward 

to fabricate a PZT structure on top of a thin freestanding structural layer (i. e., cantilever, 

diaphragm). Such a capability enables the piezoelectric material to be used in sensor applications or 

actuator applications for which piezoelectric materials are particularly well suited. Like Si, PZT 

films can be patterned using dry etch techniques based on chlorine chemistries, such as Cl2/CCl4, as 

well as ion beam milling using inert gases like Ar. 

Recent developments in this field are now covered by a new journal (Journal of MEMS). 

Other applications of ferroelectric thin films include multilayer capacitors, boundary layer 

capacitors, varistors, etc. 

 

GLOSSARY 

Antiferroelectric A solid with an antiparallelly ordered array of local dipoles, resulting in a net 

zero polarization. 

Coercive field (EC) The external electric field required to reverse the macroscopic polarization of a 

ferroelectric. 

Displacive ferroelectric A type of ferroelectric in which the elementary dipoles strictly vanish in 

the paraelectric phase. The atomic displacements in the low-temperature (ferroelectric) phase with 

respect to their corresponding positions in the high-temperature (paraelectric) phase are small 

compared to the inter-nuclear distances. 

Ferroelectric A solid that exhibits a spontaneous, field reversible dielectric polarization, for T < 

TC, the Curie temperature. Crystalline dielectric possessing spontaneous polarization the direction 

of which can be reversed by application of an electric field. 

Ferroelectric domains Regions of uniform polarization in a ferroelectric. 

Order–disorder ferroelectric A type of ferroelectric in which the elementary dipoles are non-

vanishing but thermally average out to zero in the paraelectric phase. The atomic displacements on 

both sides of TC are comparable to the inter-nuclear distances. 

Piezoelectric effect Development of electrical polarity on the application of stress. This effect and 

its converse (the development of strain on applying an electric field) are both linear in nature, a 

reversal in the stimulus resulting a reversal of the response. 

Piezoelectricity Property of a crystal to exhibit electric polarity when subject to mechanical stress 

(direct piezoelectric effect) or mechanical deformation upon application of an electrical field 

(converse piezoelectric effect). 

Pyroelectric effect Change in the spontaneous polarization with temperature. 

Relaxor ferroelectric In such systems, the temperature dependence of the dielectric constant (ε) 

displays a broadened peak. Unlike a normal ferroelectric, it obeys a modified Curie-Weiss law in 

which the inverse dielectric constant varies as some power (between 1 and 2) of the temperature. 



 

CHAPTER 12. NANOPARTICLES OF METALS, SEMICONDUCTORS  

AND DIELECTRICS 
  

12.1 INTRODUCTION 

 

 Nanoparticles (NPs) are clusters of atoms, ions or molecules, typically with dimensions 

of the order 1–100nm. This is a particularly interesting size range, which bridges the gap 

between small molecules (with discrete energy states) and bulk materials (with continuous 

energy states). The study of the evolution of the geometric and electronic structures of clusters 

and their chemical and physical properties is therefore of great fundamental interest. NPs also 

constitute a new type of material, since they often have properties, which are fundamentally 

different from those of discrete molecules or bulk solids. The high ratio of surface to interior 

atoms in clusters means that there are many similarities between NPs and bulk surfaces, with 

smaller NPs essentially being all surface.  

 NPs are formed by most of the elements in the periodic table and they can be classified 

according to the types of atoms of which they are composed and the nature of the bonding. 

Examples of NPs (see Figure 12.1) include: weakly bound rare gas and molecular NPs (e.g. Ar 

and H2O); covalently bonded semiconductor NPs (e.g. carbon fullerenes and CdS); 

electrostatically bound ionic NPs (e.g. NaCl and MgO) and NPs of metallic elements (MNPs) .  

 
FIGURE 12.1 Examples of types of nanoparticles 

 

 



12.2 WHY IS INTEREST TO THE METAL NANOPARTICLES AND NANOALLOYS 

 

 Metallic elements form a wide variety of NPs, ranging from the s-block metals (such as 

the alkali and alkaline earth metals), p-block metals (such as aluminium—where the bonding 

involves both the s and the p orbitals) and the transition metals (where the bonding also involves 

the valence d orbitals). MNPs may be composed of a single metallic element or more than one 

metal—the subclass of “nanoalloys” (NAs). Several studies have shown the ability to control 

nanoparticles composition, starting with cores made of pure metal, (e.g., Au, Ag, Ni, Co, Pt, Pd, 

Cu, Al); metal alloys (e.g., Au/Ag, Au/Cu, Au/Ag/Cu, Au/Pt, Au/Pd, and Au/Ag/Cu/Pd, PtRh, 

Ni/Co, Pt/Ni/Fe); and more. 

 MNPs and NAs have been used (albeit unknowingly) for many centuries, primarily for 

their optical properties. For example, copper, silver and gold NPs are responsible for many of the 

colours of stained glass windows dating from the middle ages. As seen in Figure 12.2, variations 

in the size, shape or type of the nanoparticles have a dramatic effect on their color. For example, 

spherical gold nanoparticles with diameters of 25, 50, and 100 nm, look red, green, and orange, 

respectively. Composition also affects color - spherical silver nanoparticles with a 100 nm 

diameter exhibit a yellow color, compared to the orange color exhibited by gold nanoparticles of 

a similar shape and size. Shape is also significant - spherical silver nanoparticles that have 100 

nm in diameter exhibit yellow color, while nanoparticles of a similar size and composition but a 

prism shape show exhibit red color. 

 
Figure 12.2 Ancient stained-glass makers knew that by putting varying, tiny amounts of gold and 

silver in the glass, they could produce the red and yellow found in stained-glass windows 



 In fact, for large MNPs, many other properties, such as ionization energy (IE), electron 

affinity, cohesive energy, absorption frequency, electrical conductivity and chemical reactivity, 

show a regular variation with cluster size—that is, they obey a simple scaling law. By adopting a 

spherical cluster model, in which the N-atom cluster is approximated by a sphere of radius R, 

and noting that many properties depend on the ratio of surface to bulk (volume) atoms in a 

cluster, it can be shown that these properties (as for the melting temperatures mentioned above) 

typically vary as 1/R (or N-1/3). 

 
FIGURE 12.3 Examples of scaling laws for metal nanoparticles. (A) Melting temperatures of 

gold NPs; (B) Ionization energies of potassium NPs. The solid lines show fits to Equations 

 (12.1), respectively, and the dashed lines indicated the bulk values 

 

 As another example of a simple MNP scaling law, the IEs (ionization potentials, IP) of 

potassium clusters, with up to 100 atoms, can be fitted, to a high degree of accuracy, to the 

following interpolation formula 

      (12.1) 

 One problem with studying bare MNPs (e.g. those created in cluster beams  is that it is 

difficult to handle them on a preparative scale like conventional molecules. To enable the 

investigation of approximately uniformly sized MNPs, and to exploit their properties in various 

applications, it is necessary to protect or “passivate” them with a ligand surfactant shell, as this 



avoids coalescence at high cluster densities. Two types of stabilisation can be distinguished: 

electrostatic stabilisation due to Coulombic repulsion between MNPs, caused by ions adsorbed at 

the particle surface (e.g. sodium citrate gold sols); and steric stabilisation, due to the coordination 

of polymers and other bulky organic molecules, especially those with P-, N- and S-donor groups 

(e.g. thiols and thioethers). 

 MNPs can also be deposited (from solution or the gas phase, where size  selection may be 

possible) onto a substrate (such as graphite, silicon or an inorganic oxide) or in an inert gas 

matrix. The desire to fabricate materials with well-defined, controllable properties and structures, 

on the nanometre scale, coupled with the flexibility afforded by intermetallic materials, has 

generated interest in bimetallic and multimetallic NAs. There are a large number of 

combinations of metallic elements and a wide range of elemental compositions which are 

possible for NAs. Bimetallic NAs can be generated with reasonably well-controlled size and 

composition. However, NA structures and the degree of elemental segregation or mixing can 

depend on the method and conditions of their generation. 

 One of the major reasons for interest in NAs is because their chemical and physical 

properties can be tuned by varying the composition and atomic ordering, as well as the size and 

shape/morphology of the particles. NAs may display not only magic sizes, but also magic 

compositions—compositions at which they possess special stability. Surface structures, 

compositions and segregation properties of NAs are also critically important in determining their 

chemical reactivity and, in particular, catalytic activity. Four main types of chemical ordering 

(mixing pattern) can be identified for NAs, these are shown in Figure 12.4.  

-Core–shell segregated NAs (Figure 12.4.A) consist of a shell of one type of atom (B) 

surrounding a core of another (A), though there may be some mixing between the shells. This A 

core B shell configuration is common to a large variety of systems. 

 - Layered-segregated NAs (Figure 12.4. B) consist of A and B subclusters, with a mixed A–B 

interface. These are examples of so-called “Janus particles” (named after the two-faced Roman 

god) as they have two distinct faces, which may possess different chemical and physical 

properties. The map of TEM, of the elements in Cu–Ag NAs, indicating a potential transition 

from core–shell to Janus-type particles as a function of increasing size is shown in fig.12.5. 

- Mixed NAs (Figure 12.4.C) may either be ordered (pseudocrystalline, left) or random (solid 

solution, right). The intermixed pattern is found in many systems, with the ordered tetragonal 

structure of CoPt NAs being important for their magnetic properties. 

-Multishell “onion-like” NAs (Figure 12.4.D) present onion-like alternating concentric –A–B–

A– shells. Metastable structures of this type were predicted from simulations of the growth of 

Cu–Ag, Ni–Ag and Pd–Ag NAs  and for Co–Rh and Pd–Pt NAs. 



 
FIGURE 12.4 Types of chemical ordering observed for nanoalloys 

 
FIGURE 12.5 HRTEM and TEM (bottom left) images of Cu–Ag NAs 
 

12.3 SYNTHESIS  OF METAL NANOPARTICLES 

 

 MNPs and NAs can be generated in a variety of media: in the gas phase, in solution, 

supported on a substrate, embedded in a matrix or even in a bacterial cell. These methods are 

summarised briefly here. 

 

Cluster Molecular Beams 

 Cluster molecular beams allow the study of “free” MNPs in the absence of interactions 

with other particles, ligands or substrates. In a typical cluster beam experiment, metal atoms are 



generated in the vapour phase from a metal target by one of the following methods: resistive 

heating (for volatile metals such as the alkali metals); laser vaporisation; pulsed electric  

vaporisation or ion/magnetron sputtering. NAs can be formed by using a bimetallic target or 

using two metal targets. After vaporisation, cluster nucleation and condensation are generally 

assisted by collisions with a cold inert carrier gas and further cluster–collisions are prevented by 

supersonic expansion through a nozzle into a region of high vacuum. 

Ion Implantation 

 Implantation of metal ions (which are subsequently neutralised by electron capture) into 

bulk insulator using ion beams with energies of approximately 100keV has been used to generate 

MNPs with interesting magnetic and optical properties. NAs may be generated by sequential 

implantation of the different metal species. 

Laser Ablation 

 One promising method for metallic nanoparticle formation is laser ablation. This method 

is good for production of bare nanoparticles. In this method, a high energy laser beam is focused 

on a bulky metal target that is located in a solvent. A large amount of energy is absorbed by the 

bulk metal target, locally increasing the temperature and leading to outer atom vaporization on 

the metal surface. The vapors condense upon meeting the solvent and nanoparticles are formed. 

This process is energetically favored as it minimizes the surface energy of the metal. Because the 

laser pulses are short enough, there is no evaporation of the solvent.  

 The laser ablation method is good for any combination of target and solvent. Metallic and 

ceramic nanoparticles can be formed both in organic and aqueous solvents. No protecting ligand 

is required when using laser ablation as the laser creates positive charge on the surface of the 

nanoparticles, protecting the nanoparticles from agglomeration.  

 One of the main advantages of the nanoparticles produced by “laser ablation” is their 

high purity. The purity is important for applications that require biocompatibility such as nickel 

titanium implants that are used in biomedical surgeries inside the human body. 

Production of Nanoparticles by Chemical Route  

 A common approach for the formation of nanoparticles relies on the chemical route. The 

principle behind this process is that molecules that can interact with the surface of a nanoparticle 

influence nucleation and growth.  

 The synthesis process is shown in Figure 12.6. The main ingredients are a metal 

compound, (generally a positively charged metal salt) and metal salt that is dissolved in an 

appropriate solvent and introduced as a reducing agent. Surface-controlling agents are used to 

obtain very uniform particle sizes in the nanometer range. The final ingredient is a stabilization 

agent. The addition of a stabilizing agent to the solution prevents uncontrollable growth of the 



nanoparticles, grants control over the growth rate and particle size, prevents agglomeration of 

nanoparticles and increases nanoparticle solubility in the desired solvent. 

 
Figure 12.6 Illustration of nanoparticles production via a chemical route. 

 

Production of Encapsulated Metal Nanoparticles  

 For the formation of metal nanoparticles encapsulated with organic ligands, it is common 

to use the precipitation method, or the so-called “Brust” method. The strategy exploited by this 

method is the chemical bonding of a thiol ligand monolayer on the surface of the gold 

nanoparticles during formation. This reaction is referred to as an attachment of self-assembly 

thiolated monolayer – it occurs spontaneously with no external assistance, as the bond between 

the thiolated molecules and the gold surface is an extremely strong covalent bond.  

 The Brust method is used to produce gold nanoparticles in organic liquids, such as 

toluene, that are generally not miscible with water. It involves the reaction of a chloroauric acid 

(HAuCl4) solution with a tetraoctyl ammonium bromide (TOAB) solution in toluene, which 

serves as the gold phase transfer agent from water to the organic solvent, and sodium 

borohydride, which serves as a reducing agent. More specifically, when adding the TOAB 

dissolved in an organic phase to gold ions in water, the interaction with the gold ions transfer the 

gold to the organic solvent. In the organic solvent, the thiol molecule self-assembly can form on 

the nanoparticle surface, and the sodium borohydride serves as a source for the electrons 

necessary for the reaction synthesis, some of the phase transfer agent may remain bound to the 

nanoparticles, and this may affect physical properties such as solubility. In order to remove as 

much of this agent as possible, the nanoparticles must be further purified by extraction methods. 

Alkanethiol-protected gold nanoparticles can be easily precipitated and then redissolved, 

facilitating washing or transferring to fresh or alternative solvents. 



 

12.4 PROPERTIES OF METAL NANOPARTICLES  

 

“Magic numbers” 

 Using a mass spectrometer, it was discovered that certain masses of particles were 

produced in relatively large abundance. These "magic" sizes corresponded to the closing of 

atomic shells, analogous to stable nuclear shells from nuclear chemistry or the electronic shells 

which form the basis of chemical bonding and the periodic table. Schematic examples of a series 

of closed shell particles are shown in Figure 12.7.  

 

 
Figure 12.7. a) Full-shell magic number formation showing how the number of shells relates to 

the number of atoms in a particle and the percent of atoms present on the surface , b). A series of 

different clusters formed by addition of closed shells in fcc structure. Each of the presented 

clusters represents the core of the subsequent cluster. Starting from a single atom, cubo 

octahedra of 13, 55 and 147 Au atoms can be build. Note that the percentage of surface atoms is 

far above 50% for all structures 

 

 It was found a number of intense peaks in the mass spectra of sodium and other alkali 

metal clusters (see Figure 12.8a). The nuclearities corresponding to these peaks were termed 

“Magic Numbers” and were attributed to the enhanced stability of a cluster as compared with its 

immediate neighbours. The quantum mechanical “jellium” model was adapted from nuclear 

structure theory to account for these magic numbers. Agreement with experimental IPs was 

subsequently improved by allowing for ellipsoidal distortions of the clusters, for electron counts 



corresponding to incomplete jellium subshells. In the jellium model, the cluster is modelled by a 

uniformly positively charged sphere filled with an electron gas. The Schrodinger equation is 

solved for an electron moving within the sphere under the influence of an attractive central mean 

field potential. Magic numbers arise due to the complete filling of the resulting jellium orbitals 

(1s, 1p, 1d, 2s, 1f, etc.), corresponding to total jellium electron counts of 2, 8, 18, 20, 34, etc. It 

should be noted that the principal quantum number, n in the jellium model, because of its origin 

in nuclear physics, is distinct to that used in the definition of atomic orbitals (natom). They are 

related by: , where l is the angular momentum quantum number. The jellium model 

ignores the positions of the atomic nuclei, which is a valid assumption if the valence electrons 

are quite weakly bound as in the alkali metals and (to a lesser extent) the noble metals (Cu, Ag 

and Au), though the model has also been extended to cover alkaline earth and other main group 

clusters (notably Al). Jellium shell closings have also been observed experimentally and 

predicted theoretically for small bimetallic NAs such as Cu–Ag NPs with tens of atoms. 

 
FIGURE 12.8 a)Mass spectrum of small sodium NPs, showing jellium magic numbers at 8, 20, 

40 and 58 atoms (electrons), b) Long period oscillations observed in the mass spectra of large 

sodium NPs arising from electronic shells (left) and geometric (atomic) shells (right). 

 

 It was measured the mass spectra of sodium NPs with up to 25,000 atoms and observed 

two series of periodic oscillations in intensity which are approximately evenly spaced when 

plotted against N1/3, as shown in Figure 12.8b. For N<2000, the oscillations have a small period. 

The magic numbers correspond to dips in mass spectral (MS) intensity because near-threshold 

ionization is used to produce the cations and the more stable NPs tend to have higher IPs and 

smaller ionization cross sections. The magic numbers in this size regime have been attributed to 



the filling of electronic shells which occur due to the bunching together of jellium electronic 

energy levels. Longer period oscillations in this region have been attributed to the merging of 

electronic shells into dense blocks or supershells. Examples of polyicosahedral structures, which 

are again stabilised as core–shell particles when there is a large size mismatch between the 

(smaller) core and (larger) shell atoms, are shown in Figure 12.9. 

 

 
FIGURE 12.9 Examples of the four most stable core–shell polyicosahedra. Each cluster is shown 

from two different perspectives. (From left to right) Fivefold pancake of size 34, capped sixfold 

pancake of size 40, capped fivefold pancake of size 40 and anti-Mackay icosahedron of size 45. 

 
 Magnetic Properties 

 Ni, Fe and Co NPs are ferromagnetic (with higher magnetic moments per atom than in 

the bulk metals), small Rh NPs are also ferromagnetic (unlike bulk Rh which is paramagnetic).  

There is considerable interest in granular materials formed by embedding MNPs in a solid host. 

When embedded in non-magnetic metals, or even insulators, magnetic 3d MNPs (e.g. Cr, Fe, Co, 

Ni or mixtures of these metals) are known to exhibit Giant Magneto-Resistance (GMR), with a 

magnetic field induced change in resistance of as much as 50% for Fe clusters embedded in Ag. 

These GMR materials show considerable promise for applications as magnetic sensors and for 

magnetic recording. The combination of 3d metals (e.g. Co and Ni), with large local magnetic 

moments, and 4d metals (e.g. Rh), with strong spin–orbit coupling, may be an effective way of 

obtaining a high magnetic moment and anisotropy which is required in high-density magnetic 

recording. 3d–5d Fe–Pt and Co–Pt NAs are also candidates for ultra-high-density magnetic 

recording media due to their high magnetic anisotropy, with associated high magnetic 

susceptibility and coercivity. 

 
 

 



Shapes of Metal Nanoparticles  

 In addition to their size and type, the shape of the nanoparticles can be engineered and 

controlled. The size of the nanoparticles can be determined by the ratio between the ingredients 

during the “cooking” step. Generally, a higher ratio of gold in comparison to the other 

components will result in larger nanoparticles, as seen in Figure 12.10(a). Different shapes, such 

as the nanorods illustrated in Figure 12.10 (c), can be obtained by changing other synthesis 

conditions (for example, by varying the temperature). Other modifications can result in more 

complex gold nanostructures (as seen in Figures 12.10 (h-o)) 

 

Figure 12.10 Gold nanoparticles of various sizes and shapes. (a) Nanospheres; (b) Nanorods; (c) 

Sharpened nanorods; (d) Nanoshells; (e) Nanocages; (f) Hollow nanospheres; (g) Cubes; (h) 

Rhombic dodecahedra; (i) Octahedra; (j) Concave nanocubes; (k) Tetrahexahedra; (l) Rhombic 

dodecahedra; (m) Obtuse triangular bipyramids; (n) Trisoctahedra; and (o) Nanoprisms 

 

Nanoparticles are produced by chemical reduction of metal salts dissolved in a solvent with 

surfactant or polymeric ligands which passivate the cluster surface. Recently, using this method, 

not only the size but also the shape of particles is controlled to change the properties through 

controlling the growth rate of different crystallographic facets  (Fig. 12.11). 



 
Fig. 12.11 A schematic of the reaction pathways that lead to Pd nanostructures with different 

shapes. The green, orange and purple colors represent the {100}, {111} and {110} facets, 

respectively 

 

 Plasmonics 

 While for small metal clusters, the electronic spectrum consists of a number of well-

defined lines corresponding to transitions between well-separated, quantized energy levels, in 

large MNPs, a single “surface plasmon” mode carries 100% of the oscillator strength so one 

observes a single peak in the electronic spectrum. The surface plasmon is a collective excitation 

of the conduction electrons, corresponding to a light induced correlated motion of the cluster’s 

itinerent electrons in the attractive field of the positively charged ionic cores. The frequency of 

the dipolar surface plasmon of an MNP from Mie theory is red-shifted relative to the plasmon 

frequency of the bulk metal by an amount proportional to 1/R. The surface plasmon line width is 

also proportional to 1/R, becoming sharper for larger MNPs. Although other higher multipolar 

resonances are possible, the dipolar surface plasmon resonance is dominant for MNPs with radii 

significantly smaller than the wavelength of the exciting radiation (UV to near IR light): so that 



the atoms in the particle experience a constant electric field due to the light. For non-spherical 

particles (e.g. nanorods), better agreement with experiment is achieved using numerical 

treatments, such as the Discrete Dipole Approximation.   

 The optical absorption spectra of colloidal metal particles can be very complex, 

depending on the electronic structure of the metal, the size of the cluster, the dielectric constant 

of the medium (solvent or matrix) and the nature of the cluster surface-matrix interaction. At 

higher concentrations of colloidal particles (e.g. in particle arrays), there may also be 

interference effects due to coupling of the plasmons of the individual NPs. Other light scattering 

effects, such as opalescence, can also be observed. Considering NAs, the Ag–Au system has 

been widely studied, where the shape and frequency of the plasmon resonance have been shown 

to vary considerably with composition and the type of chemical ordering.  

 The plasmonic properties of MNPs has led to the development of the field of 

“nanoplasmonics”, which involves tailoring MNP plasmons for applications, for example, as 

sensors (e.g. for chemical and biological agents) and in optical computing. 

 Ag nanoparticles exhibit very clear differences in size-dependent optical properties. This 

is mainly due to the different energies of the interband (filled d shell to conduction sp band) 

transition onsets in the two metals. The close proximity of the interband transition to the classical 

plasmon energy in Au (it lies to the red of the plasmon energy) is the reason the energy damping 

(peak broadening) is so much greater for Au particles than for Ag where the interband transition 

energy onset lies significantly to the blue of the conduction band plasmon. This makes a 

determination of the size dependence of the linewidth for small Au particles difficult (i.e. the 

peak simply disappears). It also gives rise to a pronounced asymmetry to the peak shape. It has 

been a matter of significant controversy regarding the direction of the plasmon absorbance 

energy shift with particle size in the quantum size region. The details regarding relative weights 

assigned to the different theoretical factors permits a prediction of either a blue or a red plasmon 

shift with decreasing particle size. A blue shift occurred in the case of monodisperse, spherical 

nanoparticles of gold which seems to be the general consensus based upon dozens of papers in 

this field. However, the case of Ag is not as well established since both red and blue shifts have 

been reported. SEC and online optical characterization of Ag nanoparticles prepared using 

inverse micelle synthesis showed a clear red shift with decreasing size. The magnitude of this 

shift is relatively larger compared to gold.  

 Figure 12.12 shows the effect of size decreases on the position of the optical absorbance 

of Ag nanoparticles. The Ag samples whose spectra are exhibited in Figure 12.12 are all coated 

with an identical ligand, dodecanethiol, C12SH, which keeps the particles from aggregating even 

when deposited onto a holey carbon grid and inserted into the high vacuum of an electron 



microscope. Figure 12.13 shows a TEM of 4nm Ag particles illustrating the ready formation of 

arrays which have been termed quantum dot or nanoparticle arrays. 

 
Fuig.12.12 Normalized absorbance, A norm, versus wavelength obtained during SEC separation 

and online characterization of Ag nanoparticle solutions in toluene. A strong red shift and 

broadening of the absorbance with decreasing size (corresponding to longer elution times) is 

observed. 

 
FIGURE 12.13 TEM of Ag nanoparticles with a core size of Dc =4.0 ±0.5nm stabilized with 

decanethiol. A solution of these particles has an absorbance peak at 440nm in toluene. 

 

 Figure 12.14 shows the effect of Ag deposition on the absorbance properties of a Au 

nanoparticle with a D=5.4nm core. The red-coloured parent solution with an absorbance peak at 

518nm blue shifts in a systematic manner as thicker shells of Ag are formed around the core. 

This results in a yellowcoloured solution with the narrower symmetrical absorbance peak 

typically associated with a Ag nanoparticle. Au can also be deposited onto Ag particles. In this 



case, the absorbance peak shifts in the opposite manner as shown in the example of Figure 12.15. 

In this figure, a seed population of D=4.0nm Ag was used. It is interesting to note that even when 

the particle has a 31:1 Au:Ag ratio, corresponding to a 4-nm Ag core with a total size of ~12nm 

after Au deposition, the damping of the Au plasmon is much stronger than is observed in a pure 

Au particle of the same size. 

 
FIGURE 12.14Normalized absorbance versus wavelength obtained during chromatography for 

Au/Ag, core/shell nanoparticles. The effect of deposition of progressively larger amounts of Ag 

on Au nanoparticles with a core size of D=5.4nm is to blue shift the absorbance. The atomic 

ratios of Au:Ag are indicated for each case. The ratios correspond to Ag shell thicknesses (total 

thicknesses) of ~1.4, 3.2 and 5.3nm, respectively 

 
FIGURE 2.18 Normalized absorbance versus wavelength obtained using during chromatography 

of Ag/Au, core/shell nanoparticles. The effect of deposition of progressively larger amounts 

of Au on Ag nanoparticles with a core size of D=4.0nm on the optical absorbance is shown. The 

atomic ratios of Au:Ag are indicated for each case. The ratios correspond to Au shell thicknesses 

(total thicknesses) of ~1, 2.5, 4, 6 and 8.2nm 



Molecular Modifications of Metal Nanoparticles  

 One important aspect of nanoparticles is the ability to encapsulate them or to modify their 

surfaces with a wide variety of molecular ligands such as alkylthiols, alkanethiolates, 

arenethiolate, alkyl-tri-methyloxysilane, dialkyl disulfides, xanthates, oligonucleotides, DNA, 

proteins, sugars, phospholipids, enzymes, and more.  

 The encapsulation (or the surface protection) of a nanoparticle is extremely important for 

a number of reasons. The capping ligands can protect the nanoparticles from agglomeration – 

with no protection nanoparticles will bind together and form larger particles, losing the unique 

nanostructure properties. In addition, the capping ligands allow surface functionalization that can 

help obtain specific properties. For example, by using a longer protecting ligand, the distance 

between the nanoparticles will be larger, thus affecting the analyte volume that can be adsorbed 

between adjacent nanoparticles. The third reason is a natural continuation of the first two 

reasons. Capping ligands allow the achievement of a hybrid combination of chemical and 

physical functions which can have a significant effect on the sensitivity and selectivity of the 

sensors. 

 

Programmed Assembly of Functionalized Nanoparticles  

 One way to monitor changes in a solution of nanoparticles is by monitoring the changes 

in the solution optical properties. In the following example (Figure 12.19), the changes in 

solution absorption are examined. This system is designed to detect the presence of a specific 

DNA strand. For this purpose, the nanoparticles are modified via a thiol bond with single 

stranded DNA complementary to the target DNA. As seen in Figure 12.19 (A), the modification 

of the nanoparticles affects the amount of light absorbed by the solution, compared to the un-

modified (or bare) nanoparticles, which have a characteristic peak at about 560nm. When the 

target DNA analyte is added to the solution, aggregation occurs - the nanoparticles move closer 

together and form clusters. This phenomenon changes the absorbance of the solution, as can be 

seen in the graph (Figure 12.19 (B)). The location of the absorbance peak is an indication of 

average nanoparticle size. When the peak is shifted to higher wavelength (for example, as in 

Figure 12.19, from 560 nm to 600 nm), it means that the average size of the particles in the 

solution is larger due to the aggregation. In addition, the width of the peak is much broader after 

aggregation – an observation that indicates higher distribution of nanoparticle size compared to 

the bare nanoparticles. 



 
Figure 12.19 Nanoparticles for the detection of a specific DNA. (A) UV-vis spectra of Au 

nanoparticles in aqueous solution and Au nanoparticles functionalized with 5'-hexanethiol 12-

base oligo-nucleotides. (B) Comparison of Au nanoparticles functionalized with 5'-hexanethiol 

12-base oligonucleotides before and after treatment with a complementary 24-base 

oligonucleotide 

 

12.5 APPLICATIONS OF METAL NANOPARTICLES 

 

Biomedical Applications 

 An increasingly important area of application of MNPs is in biomedical applications, 

including: biodiagnostics (e.g. taking advantage of the sensitivity of plasmon resonances and 

other physical properties to the coordination of biomolecules), imaging (e.g. in fluorescence 

microscopy and Magnetic Resonance Imaging), drug delivery (typically employing relatively 

inert hollow gold nanospheres and nanorods) and other therapeutic applications (e.g. using the 

MNP as an agent for localised heating, radiation, etc.). The combination of the size of MNPs and 

the possibility of modifying their surfaces by coordinating surfactants to increase their 

lipophilicity or hydrophiliciy—or to target specific cells—makes them particularly attractive in 

medical applications. 

 The antibacterial properties of silver NPs are well known and they are now commonly 

used in wound dressings and in other disinfectant and antiseptic applications due to the increase 



in antibiotic-resistant bacteria—in fact, the use of silver in medicine predates the discovery of 

antibiotics. Silver NPs are also used in clothes and footwear to kill odour-causing bacteria. 

 There has been tremendous recent growth in the application of MNPs as biosensors for 

biodiagnostic applications—for examlple, for bioconjugation, as cellular labels and in assays for 

gases, metal ions and DNA/protein markers for disease. MNPs offer the possibility of enhanced 

sensitivity and selectivity over other materials. Because of their tunability (of composition and 

chemical ordering as well as size and shape), bimetallic NAs show particular promise as 

biodiagnostic agents. 50–100nm diameter Ag core Au shell NAs as tunable colorimetric probes 

for DNA detection, making use of the variation of the SPR frequency with composition and 

ordering and the sharp melting transitions of NP-labelled DNA. 

 Because of the widespread use of nanoparticles, including MNPs, in technological 

applications and even in consumer goods—such as silver NPs in clothes and proposed uses of 

NPs in food packaging—there are concerns over possible adverse environmental and 

toxicological effects of these NPs. Consumption of colloidal silver NPs, for example, in certain 

alternative medicines may cause argyria, a condition arising from accumulation of silver in the 

body, one of the manifestations of which is blue coloration of the skin. 

 Several studies have shown after nanoparticle cell binding, the binding and activation of 

membrane receptors and subsequent protein expression strongly depend on nanoparticle size. 

Most examined nanoparticles were in the range of 2 to 100 nm. While most nanoparticles were 

found to alter signaling processes essential for basic cell functions, nanoparticles with 40 nm and 

50 nm diameters demonstrated the greatest effect.  

  
Figure 12.20 Illustration demonstrating binding of gold nanoparticles functionalized with 

herceptin antibodies, which recognize receptors on the cell surface. Arrows indicate ErbB2 

receptors, and the nucleus is counterstained in blue 

 



 The top row in the Figure 12.20 is an illustration demonstrating binding of gold 

nanoparticles with diameters of 2 nm, 40 nm and 70 nm that were functionalized with herceptin 

antibodies, which recognize receptors on the cell surface (HER2/neu, ErbB2). As can be seen in 

the figure, 40 nm nanoparticles interact with the receptors more efficiently due to better 

matching between nanoparticle size and receptors on the cell surface, as well as improved 

penetration ability to the cell interior. This matching is quite clear in the second row of the 

figure, which presents fluorescence images of the cellular distribution of ErbB2 (red) after 

treatment with fluorescently-labeled nano-particles. As seen in these images, only the 40 nm 

nanoparticles successfully penetrated the cell membrane to the cytoplasm, while the other 

nanoparticle sizes only cover the cell membrane. These results show that the specific role of the 

nanoparticles in biological processes can be engineered via control over nanoparticle size. 

 

DRUG AND DNA DELIVERY 

 A successful gene therapy requires the transport of nucleic acids into cells via delivery 

vehicles, as DNA is not able to efficiently traverse the cell membrane. The comparable size of 

DNA and small functionalized nanoparticles facilitates their interactions. Coated gold 

nanoparticles can produce effective transfection vectors; DNA delivery efficiency strongly 

depends on the structure of coating molecules and their concomitant ability to condense DNA. 

The general process of the gene or DNA delivery can be schematically described as follows: the 

functionalized nanoparticles and the bare DNA are mixed together to form a complex of several 

nanoparticles with condensed DNA. This complex is not toxic to the cells due to nanoparticle 

functionalization and has the ability to cross the cellular matrix (Figure 12.21).  

  

 
Figure 12.21 Scheme of gene or DNA delivery process using functionalized nanoparticles 



 The advantages of the described approach is that delivery does not cause cytotoxicity, the 

gene expression receives high amplification, and the carrier allows traversal of cellular 

membranes. 

 

NANOPARTICLE BASED SENSORS FOR DETECTION OF DNA 

 DNA-capped gold nanoparticles are therefore a promising approach for the detection of 

DNA strands by controlling solution temperature of DNA-modified nanoparticles. Using a 

similar concept, a drop of nanoparticles can be cast on paper. As seen in Figure 12.22(A), when 

the sensor meets its target DNA, the color of the drop changes due to aggregation. This system 

does not require sophisticated equipment for analysis and is appropriate mainly to determine the 

presence of an analyte, not its concentration. Detecting small concentrations of target DNA is 

more challenging.  

 Figure 12.22 (B) presents gold nanoparticles modified with short, single-stranded DNA to 

indicate the presence of a particular DNA sequence that is hybridized on a transparent substrate 

in a three-component sandwich assay format. At high target DNA concentrations, many 

nanoparticles are attached to the transparent surface. The high concentration of nanoparticles 

causes a dramatic change in the color and the substrate looks pink. At lower target 

concentrations, the attached nanoparticles cannot be visualized with the naked eye. To facilitate 

visualization of nanoparticle labels that are hybridized to the array surface, plating silver ions on 

the gold nanoparticles is used for signal amplification. This way, very low surface coverage of 

nanoparticles can be visualized by a simple scanner or by the naked eye.  

 A similar principle is applied in the example presented in Figure 12.22 (C), where the 

attachment of nanoparticles to a substrate in a three-component sandwich assay format is 

detected by the change in scattered light. A more applicable approach than the sensing method in 

Figure 12.22 (C) is monitoring the electrical changes of a sensor while the sensing mechanism is 

similar to the previous examples. The setup in this sensing device (Figure 12.22 (D)) is an 

isolating substrate with two electrodes for measuring the electrical resistance. On this substrate, 

nanoparticles are assembled in a low concentration so there is no direct connection between the 

nanoparticles and, therefore, the electrical resistance is very high. If DNA is captured, silver will 

plate the nanoparticles. This plating will contact between the nanoparticles and the electrical 

resistance will dramatically decrease. By measuring the changes in the electrical resistance, a 

sensing signal can be obtained and monitored.  

 Different approaches that utilize similar sensing mechanisms, but use different 

characterization methods (or instrumentations) have been developed and tested to detect the 

attachment of nanoparticles to a substrate. One way is to monitor the surface-enhanced Raman 



spectroscopy (SERS) signal, as depicted in Figure 12.22 (E). Another option is to monitor the 

diffraction of a laser beam, when the laser beam is directed towards the nanoparticles that are 

attached to the surface (Figure 12.22 (F)). 

 
Figure 12.22 DNA-capped gold nanoparticles for the detection of DNA strands. (A) Single-

stranded target oligonucleotide into a solution containing the appropriate probes resulted in the 

formation of a polymeric network of nanoparticles with a color change. (B-C) Very small 

changes in temperature permits discrimination of single base pair mismatches via either silver 

staining (Figure B) or light scattering (Figure C) to detect nanoparticles captured onto a surface 

by target DNA that has been immobilized by surface-bound oligonucleotides (a so-called 

"sandwich assay"). (D) Target DNA is captured in the gap between two electrodes using a 

sandwich assay. Following capture, silver is plated onto the nanoparticles, bridging the gap 

between the two electrodes and thus allowing current flow. The current flow is translated into 

DNA detection. (E) RAMAN dye labeled DNA-gold probes in conjunction with silver staining 

allows for multiplexed detection of DNA targets, because each target probe yields a distinct 

SERS signal that can be read via RAMAN spectroscopy. (F) Surface-bound nanoparticle probe-

based assay with diffraction grating signal transduction scheme display a high sensitivity and 

selectivity afforded by nanoparticle probes and the experimental simplicity, wavelength-

dependent resonant enhancement provided by the diffraction-based sensing technology. 

 

REACTIVITY AND CATALYSIS 

 Most studies of nanoparticle reactivity have been performed on transition MNPs, in order 

to model and understand fundamental processes which occur in heterogeneous catalysis. In the 



case of finite MNPs, reactivity depends on the number of atoms and the overall geometry. Quite 

dramatic size-dependence is often observed in reactivity and catalytic studies (both in terms of 

activity and selectivity). For NAs, reactivity and catalytic behaviour can also depend on the 

composition and chemical ordering. 

 Core–shell bimetallic NAs are very promising for the design of new catalysts. It was  

shown that Ni core Pd shell NAs are efficient catalysts for Hiyama cross-coupling of 

phenyltrimethoxysilane and haloaryls, and are more active (per Pd atom) than monometallic Pd 

NPs and mixed Ni–Pd NAs, as illustrated in Figure 12.23. 

 
Figure 12.23 Comparison of the catalytic activity for six different systems in the Hiyama 

cross-coupling of iodotoluene and trimethoxyphenylsilane: Ni(OAc)2, Ni clusters, Pd(OAc)2, 

NiPd alloy clusters and Ni core Pd shell cluster. 

 

12. 6 INRODUCTION TO SEMICONDUCTOR NANOCRYSTALS 

  

Syntesys of semiconductor nanocrystals and nanoparticles 

 In the last few years the development of semiconductor nanocrystals and nanoparticles 

(NPs)  has been extended from the pure adjustment of the size of the particles to the control of 

more sophisticated properties as their shape and composition. The hope is that through these 

features different fields of applications might be opened for the use of these NPs.  

 NPs are fabricated by different methods such as electron beam irradiation , polyol-

hydrolysis method , chemical precipitation method, photochemical synthesis , γ-radiation route  

or microwave-assisted aqueous synthesis . However, the two main routes of NP fabrication 



include organometallic  and hydrothermal syntheses . The variety of NP synthesis methods is 

presented in Table 12.1. 

 
Table 12.1 
Methods of NP synthesis. 
 

 
 
 NPs prepared by the organometallic route are typically stabilized by the hydrophobic 

ligands such as trioctylphosphine oxide (TOPO) or trioctylphosphine (TOP). The application of 

photoluminescent nanocrystals requires their water-dispersibility in order to be exploited as 

fluorescent labels or sensors . There are several strategies to make NPs obtained through the 

organometallic synthesis water-dispersible. One of them is the exchange of hydrophobic ligand 

at the NP surface by a hydrophilic one. Another possibilities include the silanization of the NP 

surface, the use of other polyfunctional hydrophilicmolecules such as coordinating oligomers 

(for example phosphine oligomers), and the use of dendrons. New strategies of NP solubilization 

consist on encapsulation of their hydrophobic surface by the addition of amphiphilic molecules. 

In this case the alkyl chains of amphiphilic agent interact with the n-octyl groups of TOP or 

TOPO through hydrophobic bonds. The hydrophilic endpoints of the amphiphilic molecules 

enable the dispersion in aqueous medium. Apart from NP encapsulation with amphiphilic 

oligomers (e.g. modified polimaleic acid), the surfactants such as cetyltrimethylammonium 

bromide (CTAB), gemini surfactants, and pegylated-phospholipids were reported in the 



literature. NPs can be also incorporated in silica nanospheres. In this method, NPs are exposed to 

tetraethyl orthosilicate (TEOS). TEOS is then gently hydrolyzed under controlled conditions to 

form the silica nanospheres resulting in modification of NP surface. NPs incorporated in these 

nanospheres are well isolated from the environmental medium and usually possess better 

photophysical properties than the starting NPs. Generally one nanosphere contains 3–10 NPs, 

however that number can be adjusted by the NPs/TEOS ratio and by the kinetic of TEOS 

hydrolysis. 
 

Size Dependence  

Especially in the case of semiconductor nanocrystals the effect of the size on the optical 

properties of the particles is very striking. The smallest CdSe nanocrystals with a diameter of 

less than 2 nm show for example a blue fluorescence. Larger nanocrystals of the same material 

(diameter ca. 6 nm) emit red light. In a simple model this can be understood through the 

confinement of the exciton, i.e. the light generated electron-hole pair whose recombination is 

responsible for the fluorescence emission, into the volume of the nanocrystal.  

 
 

Fig. 12.24. Spherical semiconductor nanocrystals. The transmission electron micrograph (TEM) shows 

nanocrystals of CdTe. In the right panel absorption (Abs.) and fluorescence (Fl), shifted upwards for 

clarity) spectra of samples with different particle sizes are shown. 
 
 In a more detailed analysis, colloidal NPs can be considered as an intermediate species 

between atoms or molecules on the one hand and bulk material on the other hand. The energetic 

levels of a simple molecule can be calculated by the tight binding or LCAO (linear combination 

of atomic orbitals) approach. In this model the outer orbitals of the participating atoms are 

combined to new molecular orbitals. Generally one observes orbitals with energy lower than that 

of the atomic orbitals, the so-called binding orbitals, and orbitals of higher energy, termed 

antibinding. Extension of this model to a larger number of atoms leads to the formation of bands. 



The binding orbitals form the valence band, whereas the antibinding orbitals are combined to the 

conduction band. The spacing between the bands, i.e. the bandgap, decreases with the number of 

atoms added to the molecule. The lower limit for the bandgap is the value of bulk material. This 

value is reached when the radius of the crystals is of the order of the Bohr radius of the exciton. 

This trend can be observed when comparing semiconductor nanocrystals of the same material, 

but of different sizes. The larger the nanocrystals are, the more the fluorescence colour is shifted 

towards the red, i.e. towards lower energies (Fig. 12.24). 

 

Shape dependence.  

 Spherical nanocrystals can be considered as zero dimensional objects. Confinement is 

exerted in all three dimensions. For this the density of states is discontinuous. If one axis of the 

nanocrystal is extended, the density of states changes slightly, as confinement is now exerted 

only in two dimensions. In these dimensions the levels are still quantised. Levels attributed to 

wave vectors parallel to the long axis of the structure are quasi continuous. Therefore each of the 

quantised levels is effectively broadened by the absence of confinement in this long axis of the 

structure. The positions of the electronic levels are still dominated by the size of the smallest 

axes. 

 It can be shown that rod-shaped semiconductor nanocrystals, so-called nanorods, emit 

polarized light and that the degree of polarization scales with their aspect ratio. With increasing 

aspect ratio of the nanorods, only a slight shift of the bandgap is observed, which saturates at 

aspect ratios of the order of ten. This makes nanorods an appealing system for electronic devices. 

The long axis facilitates to contact the structure, while the short axes preserve the quantised 

nature of the electronic levels. For instance nanowires, i.e. nanorods with very high aspect ratios, 

of different materials can be embedded into electric circuits to act as transistors or other active 

elements. Electroluminescence is observed from CdSe nanorods, Their symmetry facilitates the 

alignment of nanorods. In some cases it is sufficient to slowly evaporate the solvent to obtain 

large areas of aligned nanorods. Better results are achieved when the nanorods are oriented by an 

electric field. Furthermore nanorods were proven to be of advantage in solar cells. Tetrapods, i.e. 

nanoparticles with four rod-shaped arms that are combined to the shape of a tetraeder, offer the 

possibility to expand this spectrum of applications. When three of the arms are contacted 

electrically, one of the arms can be used as a gate to control the current through the entire 

structure. Also, tetrapod-shaped semiconductor nanocrystals can be of advantage in solar cells. 

They exhibit a large surface on which charges can be separated, and still provide a pathway to 

transport charges to an electrode due to their complex and extended geometry. Furthermore, 

tetrapods exhibit an interesting structure of their excited states. Electrons and holes can be 



localised in the core region where the arms are linked and the overlap between the two wave 

functions differs considerably from one excited state to another. 

 
 
12.7 GENERAL GROWTH MECHANISM OF SEMICONDUCTOR NANOCRYSTALS 

 

Nucleation  

 The first step in the growth of any sort of nanocrystal is evidently the nucleation. 

Through a density fluctuation of the medium several atoms assemble to a small crystal that is 

thermodynamically stable, and thus does not decay to free atoms or ions. In that sense the 

nucleation can be understood as the overcoming of a barrier. This section will explain briefly the 

origin of this barrier. In the following we will distinguish between the crystalline phase, in which 

the atoms are bound to a crystal, and the solution phase, in which the atoms are dispersed freely 

in the solution. The nucleation in a solution at constant temperature and constant ressure is 

driven by the difference in the free energy between the two phases. At the simplest the driving 

forces in the nucleation event can be reduced to two, the gain in the chemical potential and the 

increase of the total surface energy. The gain in chemical potential can be understood as the 

energy freed by the formation of the bonds in the growing crystal. The surface term takes into 

account the correction for the incomplete saturation of the surface bonds. Upon formation of a 

spherical nucleus consisting of n atoms the total free energy of the system changes by the value    

(12.2)  

 (µc and µs are the chemical potentials of the crystalline phase and the solution phase, 

respectively, r is the radius of the nucleus and s the surface tension1.) In this equation the surface 

term constitutes the main difference between nanomaterials and bulk crystals. Bulk material is 

dominated by volume effects and thus the surface energy term in Eq. (12.2) can be neglected, 

whereas in nanocrystals a non-negligible portion of atoms might be situated on the surface and 

thus this term is of importance. In Eq. (12.2) the surface tension σ is assumed to be constant for 

any size and morphology of the crystal, which is a very rough approximation. This uniformity of 

the surface tension σ refers to the drop model of the nucleation. 

 We will assume a spherical shape for the nanocrystals and neglect any variation of the 

surface tension σ (i.e. isotropic crystal without facets). In this case the number of atoms n in the 

first term of Eq. (12.2) can be expressed by the radius r of the nanocrystals, taking into account 

the density dm of atoms in the nanocrystals. Then the equation reads: 

 



(12.3) 

 
 

Fig. 12.25 Sketch of the potential landscape for the nucleation. Only at small values of the radius 

r in Eq. (12.2)  the surface energy term outcompetes the r3 contribution of the chemical potential, 

so that a barrier is imposed at the critical size rc 

 

 

 In the case that the chemical potential of an atom in the solution is smaller compared to 

that of an atom within the crystal, the minimum of the free energy is given when all atoms are 

unbound, and so no stable crystals are formed. Here we are interested in the opposite case with 

the chemical potential of atoms in solution being larger than that of bound atoms. In that case the 

first term becomes negative, and thus the free energy reaches a maximum for a certain radius rc, 

termed critical size, at which a nucleation barrier is imposed, see Fig. 12.25. For small nuclei the 

surface energy term dominates the free energy, whereas only for crystals much larger than rc the 

growth is driven by the gain in chemical potential and in principle the crystals can grow to an 

infinite size. The amplitude of the nucleation barrier controls the rate at which crystals nucleate 

 

Growth 

 

 The actual process of the deposition of monomers onto the growing nanocrystal can be 

split into two steps. First the monomers have to be transported towards the surface of the 

nanocrystal and in a second process they have to react with the nanocrystal. Generally the first 

process is accomplished through diffusion and thus at a rate dominated by the diffusion constant 

D, whereas the speed of the second process is given by the rate of reaction between 

freemonomers and the crystal surface. 



 In the following the dynamics of the growth process will be outlined briefly. The 

discussion will start from a mechanistic view of the growth in which the growth rate 

 of a crystal of radius r depends only on the rate at which monomers are incorporated 

into the crystal. This latter rate is simply the time derivative of the number of monomers n in the 

crystal and it describes the number of monomers that go through the two processes mentioned 

above (diffusion and reaction) during a unit of time. We can write the growth rate  as 

      (12.4) 

 The general dependence of the growth rate on the radius of the crystal is illustrated in 

Fig.12.26. It is interesting to note the presence of a maximum at a radius of . If all crystals 

present in the solution have a radius larger than this value, the smallest crystals grow fastest, and 

therefore the size distribution becomes narrower over time. The value of  depends mainly on 

the overall concentration of free monomers, but also on the reaction temperature and on the 

surface tension σ. 

 

 

Fig. 12.26. Sketch of the growth rate dr/dt of the nanocrystals in units of the critical size .As 

examples twosize distributions and their development with time are displayed. Note that in the 

example for the broadening regime, the smallest particles are larger than . Therefore the mean 

size of the particles still increases. The situation would be different if the size distribution would 

comprise nanocrystals smaller than  

 

 In the case of fluorescent nanocrystals, the width of the fluorescence spectrum is a good 

indicator for the quality of the size distribution. Samples of CdSe or CdTe nanocrystals generally 



have a band linewidth of ca. 30 nm or less, which in this case corresponds to ca. 100 meV. In 

Fig. 12.27 an example for the focussing of the size distribution is displayed. In this example the 

synthesis was carried out under conditions that favour size focussing. The nanocrystals were 

synthesised at a very high temperature, which reduces the nucleation event to a very short time 

span. Also, the concentration of monomers was sufficiently high to prevent the system to enter 

into the broadening regime. 

 
Fig. 12.27. Effect of size focussing in the synthesis of CdSe nanocrystals. The synthesis was 

performed at high temperature (370 oC). Aliquots were taken every 20 s during the run of the 

synthesis and fluorescence spectra were recorded. The first aliquot (leftmost spectrum) shows a 

broad fluorescence spectrum and thus a wide size distribution, whereas the fluorescence 

spectrum of the latest aliquot (rightmost spectrum) is very narrow with a FWHM of 28 nm 

 

 In some synthesis schemes it is inevitable to consume the reservoir of monomers and thus 

obtain a broadening of the fluorescence band. In these cases the system can be maintained in 

focussing regime by repeated injections of fresh monomers. Experimentally it is not always 

possible to obtain a perfect size distribution. In some cases the distribution is broadened or 

shows several distinct peaks. A possible, but somewhat laborious way to improve the size 

distribution is to perform a size selective precipitation after the synthesis is completed. In order 

to do so, a nonsolvent is added slowly in a controlled way. As an example the addition of the 

polar solvent methanol to nanocrystals dissolved in a non-polar solvent such as chloroform or 

toluene induces the precipitation of the nanocrystals. The larger particles become unstable in the 

solution at lower concentrations of the non-solvent than the smaller particles, and thus they 

precipitate first. This process has been successfully applied for instance in the synthesis of CdTe 

and CdSe . In Fig. 12.28 an example of a size-selective precipitation is shown. 



 
Fig. 12.28. Effect of the size-selective precipitation. By careful addition of a non-solvent to 

samples of CdSe nanocrystals with a bimodal (left) or simply broadened (right) size distribution 

the largest particles, i.e. those with an emission at higher wavelength, can be precipitated by 

centrifugation while the smaller particles remain in solution. The upper spectra show the 

fluorescence of the initial samples, whereas the lower spectra show the fluorescence of the 

supernatants. In the right example a further contamination of small, i.e. blue fluorescent, 

nanocrystals has been removed by a second precipitation  

 

12.8 MAGIC SIZE CLUSTERS AND SHAPE CONROL OF SEMICONDUCTOR 

NANOPARTICLES 

 

 Magic Size Clusters 

 For many applications it is of interest to have materials at hand that exhibit a high 

fluorescence yield and at the same time can be packed very densely. Through this many light-

emitting units could be packed into a small volume and the overall fluorescence yield of the 

material would be enhanced as an eventually low fluorescence quantum yield might be overcome 

by a larger number of light-emitting sites. Also, in applications as markers the size of the 

fluorophore is a limiting factor. Most techniques to produce water-soluble nanocrystals involve 

the generation of ashell of organic molecules around the nanocrystals. 

 To synthesise routinely nanocrystals with a smaller diameter, a different concept has to 

be employed. Already in the reported synthesis schemes of the CdSe nanocrystals the existence 

of highly stable and very small CdSe clusters was observed. In the size regime below 2 nm the 

stability of these clusters can be explained with the concept of magic sizes. Several discrete 

cluster configurations exhibit a higher stability as compared to other configurations. Generally 



their high stability coincides with a high symmetry in their structure. The magic size clusters 

could be considered as those clusters that possess complete shells of atoms. 

 In literature one can find protocols for the synthesis of several magic-size clusters. In 

these reaction schemes for each different cluster size a different technique is employed. For this 

reason also the structure and nature of the surfactants is different for each of the different 

clusters. The size of the cluster is determined only by the reaction time. By a careful treatment of 

the remaining supernatant it is even possible to eliminate the peak related to these large clusters 

almost completely, as shown in Fig. 12.29a. In the following the clusters are classified into six 

families, each of them characterised by a different peak in the absorption spectrum ( Fig. 12.30). 

 
Fig. 12.29. Size-selective precipitation of two samples of magic size clusters. Methanol was 

added carefully to the cooled reaction solution (upper spectra) and the mixture was centrifuged. 

In the spectrum of the first precipitates (solid lines, lower spectra) the amplitude of the first peak 

is increased with respect to the other peaks. In the spectrum of the supernatants (dashed lines, 

lower spectra) the situation is inverted and the second peak is more pronounced than the first. 

 

 Another indication for the discontinuous size distribution can be found in the 

fluorescence spectra. As shown in Fig. 12.31 the fluorescence spectra at late stages of the 

reaction, i.e. when the families 4–6 are present, are composed of a series of distinct peaks, 

similar to the behaviour of the absorption spectra. The observation of the discontinuity in the 

fluorescence spectra is experimentally limited by the low fluorescence efficiency of the bare 

clusters. Especially the smallest clusters (families 1–3) show almost no sharp band edge 

fluorescence. 



 
Fig. 12.30. Characteristic absorption spectra of magic size clusters of CdSe. Absorption spectra 

of aliquots taken during the synthesis of magic size clusters in two different representations (a, 

b). In both cases the spectra are normalised to the amplitude of the dominant peak. At the early 

stage of the reaction, only distinct peaks are visible at 330 (family 1), 360, 384, 406, 431 and 447 

nm (family 6). In the upper right part of b the transition from the discrete growth dynamics to a 

continuous growth mode can be observed. 

 
Fig. 12.31. Fluorescence spectra of the growing magic-size clusters. Fluorescence spectra (a) 

were recorded at different times during the growth process and for comparison the corresponding 

absorption spectra are shown in b. For clarity the spectra recorded at later stages of the growth 

are shifted upwards parallel the y axis. Even though it is not as clearly visible as in the case of 

absorption also the fluorescence spectra are composed of discrete peaks. The first (lowest) 

fluorescence spectrum shows a strong peak centred at ca. 430 nm with a small shoulder at higher 

wavelengths. The latest spectrum has a strong peak at ca. 450 nm and a shoulder at lower 

wavelengths. Intermediate spectra show a broadened peak. By comparison with the amplitude of 

the first two absorption peaks, one can infer that the quantum yield of the larger clusters, i.e. 

those fluorescing at 450 nm, is superior to that of the smaller clusters. 



Shape control 

 The nanocrystals discussed so far were of almost spherical shape. However, in a more 

detailed analysis already in very small nanocrystals such as the magic-size clusters presented in 

the previous section different crystalline facets can be identified. On the other hand, due to the 

small size of these facets the deposition of only few atoms onto one of them changes its nature 

completely. With some nanocrystals the faceted shape becomes obvious, as for instance on 

octahedral PbSe nanocrystals, silver nanocubes or pencil-shaped Co nanocrystals (see Fig. 

12.32).   

 
Fig. 12.32. Examples of faceting of nanocrystals. TEM images of differently shaped 

nanocrystals: octahedron-shaped PbSe, cube-shaped silver and pencil-shaped CoO. The scalebars 

represent 50 nm.  

 
 
Fig. 12.33. TEM images of nanocrystals with different aspect ratios. Spherical PbSe nanocrystals 

(left), rod-shaped CdS and nanowires of CdSe (right). The scale bars correspond to 50 nm. 

 

 Indeed, the growth of spherical crystals is more an exception than the rule. For instance 

macroscopic quartz is usually found in an elongated shape with six large facets that intersect 

under an angle of 120o. The tip of the crystal shows a series of facets, all inclined with respect to 

the long axis of the crystal. Generally the shape of a crystal depends on the relative speeds at 

which the individual facets grow. Here, the speed of growth of a facet is measured as the speed 

at which the distance of its centre to the centre of the entire crystal increases. The faster a crystal 



grows on one facet the more likely to disappear is this facet A higher level of complexity is 

observed in branched nanocrystals (Fig. 12.33, 12.34). 

 
Fig. 12.34. TEM images of branched CdTe. (Left) The nanocrystals consist of four rods that are 

fused together in one point so that they span a tetrahedral angle between two legs. In the 

projection of the TEM, three legs can easily be identified, the forth legs points directly upwards. 

Due to the longer distance that the electron beam has to travel through the material this leg 

appears as a dark spot. (Right) Hyperbranched particles of CdTe. The scale bars represent 200 

nm 

 

 12.9  THE MORE APPLICABLE SEMICONDUCTOR NANOCRYSTALS 

 

CdTe nanocrystals 

 In a typical standard synthesis, Cd(ClO4)2 6H2O (or other soluble Cd salt) is dissolved 

inwater in the range of concentrations of 0.02M or less, and an appropriate amount of the thiol 

stabilizer is added under stirring, followed by adjusting the pH by dropwise addition of a 1 M 

solution of NaOH. The solution is placed in a flask fitted with a septum and valves and is 

deaerated by N2 bubbling for 30 min. Under stirring, H2Te gas is passed through the solution 

together with a slownitrogen flow. Alternatively, an excess of H2Te may be passed through the 

deaerated solution of the NaOH with known concentration forming equimolar NaHTe solution. 

After this the estimated amount of NaHTe solution can be taken out and injected in the reaction 

flask. It should be noted that NaHTe solutions are inherently very unstable and become pink due 

to the oxidation. The use of only freshly prepared NaHTe solution is recommended. 

CdTeNCprecursors are formed at the stage of Te precursor addition (Reaction 12.5 or 12.5a); 

formation and growth of NCs (Reaction 12.6) proceed upon refluxing at 100oC under open-air 

conditions with a condenser attached. 

 



 

12.5, 12.5a, 12.6 

 A schematic drawing of the typically used experimental setup is shown in Fig. 12.35, 

although the specific design of this setup may vary from one group to another. 

 
Fig. 12.35. Schematic presentation of the synthesis of thiol-capped CdTe NCs. First stage: 

formation of CdTe precursors by introducing H2Te gas into the aqueous solution of Cd 

precursors complexed by thiols. Second stage: formation and growth of CdTe NCs promoted by 

reflux acid (MPA) and 2-mercaptoethylamine (or cysteamine).  

 

 Aqueous synthesis of semiconductor nanocrystals synthesis of the most stable (typically, 

for years) aqueous solutions of CdTe NCs (Fig.12.36) possessing negative charge due to the 

presence of surface carboxylic groups. Cysteamine-stabilized NCs possess moderate 

photostability (although they may be stable for years as well being kept in darkness) and attract 

an interest due to surface amino-functionality and positive surface charge in neutral and slightly 

acidic media. Other thiol stabilizers are mainly used when some specific functionalities are 

envisaged. 

 



 
Fig. 12.36. TEM (top) and HRTEM (bottom) images of MPA-capped CdTeNCs, 5.5 nm average 

size,with PL maximum at 780nm. 

 

 

Fig. 12.37. A set of typical PL (top) and absorption (bottom) spectra of TGA-capped and MPA-

capped CdTe NCs demonstrates their tuneability over a broad spectral range in the visible and 

near-infrared. Excitation wavelength is 450 nm. The inset shows a photograph of brightly 

emitting CdTe NCs of different sizes taken under UV lamp excitation. 

 

 Typical absorption and PL spectra of size-selected fractions of TGA- and MPA-capped 

CdTe NCs are shown in Fig. 12.37. PL spectra of TGA-capped CdTe NCs are tunable in the 

range of 500–700 nm, while those ofMPA-capped NCs are tunable between 530 and 800 nm. 

The MPA capping allows for a relatively quick and controllable growth of CdTe NCs up to 6 nm 

in diameter. The energy gap of bulk CdTe estimated from the absorption measurements at 300K 



is 1.43 eVor ca. 867 nm. The superior tunability of the absorption over the very broad spectral 

range is important for the use of thiol-capped CdTe NCs as absorbers in solar cells, for choosing 

optimal donor–acceptor pairs for FRET-based structures, as well as for tuning an optimal 

resonance condition in nanoplasmonics systems. Narrow PL spectra in combination with their 

tuneability and high PL QE are of a special interest for bio-labelling applications, imaging  and 

LEDs based on thiol-capped CdTe NCs.  

 

ZnSe nanocrystals 

 

 Currently, a lot of attention is paid to the safe handling of nanometer-sized materials, 

which demands among others the development of syntheses of colloidal semiconductor NCs 

from low-toxic materials and the use of environmentally friendly technologies. ZnSe NCs 

synthesized in water is one of the prominent examples of such kind of nanomaterials. The 

synthetic procedure for ZnSe NCs is very similar to the synthesis of CdTe NCs. In a typical 

synthesis Zn(ClO4)2 6H2O is dissolved in water in therange of concentrations of 0.02M or less, 

and an appropriate amount of the thiol stabilizer (1-thioglycerol, TGA or MPA) is added under 

stirring, followed by adjusting the pH by dropwise addition of 1M solution of NaOH to 6.5 in the 

case of TGA or MPA capping, or to 11.2–11.8 in the case of TG. The mentioned pH values were 

experimentally found to be optimal for the synthesis of stable colloids. The solution is deaerated 

by N2 bubbling for 1 h. Under stirring, H2Se gas (generated by the reaction of Al2Se3 lumps with 

an excess amount of 1N H2SO4 under N2 atmosphere or electrochemically  is passed through the 

solution together with a slow nitrogen flow. ZnSe precursors are formed at this stage. The further 

nucleation and growth of the NCs proceed upon refluxing at 100 oC under open-air conditions 

with a condenser attached growth of the NCs during reflux is indicated by a low-energy shift of 

the absorption. The PL efficiency of these solutions is negligible and shows mainly a broad trap-

emission band (400–600 nm). An additional very weak band-edge emission appears only after 

long times of reflux. Among the capping agents used a relatively stronger trap-emission is found 

to be characteristic for TG-capped ZnSe NCs. The synthesis and characterization of this type of 

white-blue-emitting NCs was reported in details recently. Widely used ratio of the precursors 

Zn:Se: R–SH is near 1:0.5:2.5, which is similar to the traditional one for the CdTe NCs 

synthesis. The varying of this ratio towards lower amounts of the stabilizer allowed improvement 

of the photoluminescence in the case of 1-thioglycerol stabilizer resulting in strong whitish-blue 

trap-emission, but did not result in any considerable improvement in the cases of MPA and TGA. 

 



 
Fig. 12.38. Evolution of the absorption spectra of a crude solution of ZnSe NCs during the 

synthesis 

 
Fig. 12.39. Evolution of the absorption and PL (a) and of the PL excitation spectra (lobservation 

375 nm) (b) of ZnSe NCs during illumination. Inset shows a true color fluorescence image (lex 

366 nm) of the ZnSe NCs before (left) and after (right) the photo-treatment. 

 

 In order to improve the PL properties of the ZnSe NCs (enhancement of the bandedge 

and suppression of the trap-emission), the colloidal solutions can be irradiatedwith a xenon lamp 

or alternatively with aUV-lamp. The presence of excessof Zn2ю ions and TGA molecules was 

found to be necessary. The dependence of the absorption and PL spectra on the duration of the 



irradiation is shown in Fig. 12.38, 12.39. Under illumination, the PL QE increases from ca. 0.1% 

being characteristic for the as-prepared solutions up to 10–30%  and even 50% if the pH during 

the treatment maintained to be 6.5 and 11, respectively. 

 

HgTe and CdxHg1-xTe nanocrystals 

 In a typical aqueous synthesis of HgTe NCs metal Hg2+ ions react under N2 atmosphere 

in aqueous solution with H2Te gas in the presence of a thiol stabilizer.Adjustment of the pH to an 

appropriate value (11–12), as well as the judicious choice of absolute and relative concentrations 

of the reaction components allows thereaction rate, the quality of the product and its PL QE to be 

efficiently controlled. 1-Thioglycerol was found to be the best for controlling the synthesis at the 

precursors ratio of Hg:Te:R–SH being 1:0.25:2.5. The HgTe NCs growupon reaction of the 

precursors at room temperature; the reaction may be stopped by cooling the reaction solutions 

dow n in ice pad and keeping them later in a fridge. Reaction lasting for approx. 2 h produces 

highly concentrated solutions of HgTe NCs of approx. 4 nm in size, with a strong (40–50% PL 

QE) emission. The drawback of this reaction is the broad size distribution of the resulting 

samples, leading to a broad luminescence peak of the as-prepared NCs covering the spectral 

region from 800 to 1400 nm with a maximum located at 1080 nm. However, this broad spectral 

coverage is advantageous for telecommunication applications, as it coincides with the 1.3-mm 

telecommunications window. To obtain HgTe NC fractions with various mean sizes and 

narrower size distributions, a standard size-selective precipitation technique can be applied. 

 Alloyed CdxHg 1-xTe NCs emitting in the spectral region between 800 and 1100 nm have 

been synthesized in water through the chemical modification of pre-synthesized thiol-capped 

CdTe NCs by Hg2+ ions. Due to the lower solubility of HgTe in comparison to CdTe in water, 

the Hg2+ ions substitute Cd2+ ions at the surface of the nanoparticles forming a CdxHg 1-xTe alloy 

in the near surface region, as schematically depicted in Fig. 12.40. A layer of CdTe can then be 

grown on the surface of CdxHg 1-xTe NCs by addition of more Cd2+ ions reacting with H2Te gas, 

and the substitution process can be repeated further leading to an increase in both the NC size 

and the relative Hg content in the alloyed particles (Fig. 12.40). The substitution reaction occurs 

with a finite rate and starts at some thermodynamically preferred site. Alloying in bulk CdxHg 1-

xTe systems (MCT) is well-known and is in fact the basis of long-wavelength infrared 

photodetectors, such that with time Hg2+ ions first incorporate on a surface and then into the 

volume of the particles. The near-surface region of the NCs can therefore be described as a solid 

solution, alloy or mixed crystal of CdxHg 1-xTe, possibly with a concentration gradient 

decreasing towards the particle interior. The greater the amount of Hg2+ ions added and the 

longer the time period allowed, the greater the concentration of mercury in the interior of the 



particles until a real CdxHg 1-xTe alloy results. The band gap of bulk CdxHg 1-xTe alloy varies 

approximately linearly with the composition from 1.6 eV at x=1 (pure CdTe) to 0.3 eV for x=0 

(pure HgTe). This has been observed experimentally for the CdxHg 1-xTe NCs as a red shift in 

both the absorption and luminescence spectra with increasing Hg content resulting in emission 

wavelengths ranging from 700 to 1350 nm depending on the composition. PL quantum 

efficiencies as high as 50% have been measured for the alloy CdxHg 1-xTe NCs which is similar 

to that of HgTe NCs. 

 

 
Fig. 12.40   Schematic diagram of the idealized synthetic routes to achieve mixed-phase    

CdxHg1-xTe nanoparticles 

p 

Fig. 12.41  . Typical photoluminescence spectra of the CdxHg 1-xTe and HgTe NCs 

 

 Fig. 12.41  shows a series of normalized PL spectra of CdxHg 1-xTe and HgTe NC 

fractions which cover the spectral region between 700 and 1900 nm. Both CdxHg 1-xTe and HgTe 



NCs are near-infrared-emitting materials whose recognition has grown rapidly all over the world 

in the last few years. 

 A potentially very significant application of these NCs is their deployment as optical 

amplifier media for telecommunications systems based on silica fibre technology which has 

optimal transmission windows around 1.3 and 1.55 mm, as discussed in several topical 

reviewsAnother evolving fields with a great potential are applications of near-infared-emitting 

NCs as fluorescent contrast agents for biomedical imaging in living tissue, electroluminescent 

devices, photodetectors and photovoltaics for solar energy conversion. It was found that CdxHg 1-

xTe NCs possess exceptionally high stability against photooxidation and degradation in typical 

biological buffer media like phosphate buffered saline. This fact, together with the strong 

emission in the biological spectral window (both haemoglobin and water show minimum 

absorption of light between 800 and 1100 nm) makes this kind of NCs especially attractive for 

bio-imaging and bio-labelling. Recently, CdxHg 1-xTe NCs additionally protected by CdS shell 

were successfully used for the in vivo imaging. 

 

Semiconductor nanocrystal–polymer composites: usingpolymers for nanocrystal processing 

 

 In addition of stabilization, hybridizing NCs with polymers can also bring out a number 

of merits. First of all, NCs are envisaged to inherit the good compatibility, the excellent 

processing capability, and the high-engineering performance from the polymer stabilizers, which 

are sought in most technical applications of NCs. In case of biomedical applications, the proper 

choice of hydrophilic polymer stabilizerssuch as polyethylene glycol (PEG) based (co-)polymers 

also render semiconductor NCs biocompatibility and reduce the cytotoxicity of the NCs. The 

merits of using polymers to stabilize NCs can be also foreseen from the intelligent response of 

polymers to a vast variety of external stimuli  and their rich phase separation properties. Using 

polymers for directing the self-assembly of semiconductor NCs allows for the construction of 

tailor-made sophisticated arrays of the NCs with the desired properties In a typical preparation 

procedure, organometallic precursors of semiconductor NCs are first introduced into polymer 

matrices either through simple mixing or polymerization of monomers in presence of NC 

precursors or copolymerization of NC precursors and monomers if the precursors are 

polymerizable. Afterwards, the mixtures of polymers and NC precursors are exposed, for 

example, to chalcogenide solution or gas. Due to the polymer matrices preventing the infinite 

crystal growth, only nanometer-sized particles of semiconductors are obtained, thus yielding 

semiconductor NC–polymer composites. Well-established organometallic chemistry allows for 

design of NC precursors with good solubility in polymers, eliminating the incompatibility 



between NCs and polymers that is always problematic for hybridizing as-prepared NCs with 

polymers and even theirmonomers. Prior to synthesis ofNCs, one can easily process the mixtures 

of polymers and NC precursors into different device prototypes, bulk materials, thin films, 

microspheres, and so on, which prevents chemically deterioration of semiconductor NCs during 

the postprocessing, for instance oxidation.  

 
Fig. 12.42. Schematic illustration of the preparation procedure of PbS NC–polymer composites 

on a silicon wafer by surface-initiated ATRP of Pb-containing monomers, followed by reaction 

with H2S. Conditions: (i) 3-aminopropyltriethoxysilane, toluene; (ii) 2-bromo-2-methylpropionic 

acid, DCC, DMAP, CH2Cl2; (iii) lead dimethacrylate, p-toluenesulfonyl chloride, Cu(I)Cl, 2,20-

bipyridine, DMF; (iv) H2S gas. 

 

 After copolymerization of the Pb-containing monomers and cross-linkers via atom 

transfer radical polymerization (ATRP), as shown in Fig. 12.42, the resulting films were exposed 

to H2S gas, yielding PbS NCs embedded within polymer thin films, which should hold great 

promise in optoelectronics. Kumacheva and coworkers have used polymer microgels as in situ 

reactors for synthesis of semiconductor NCs, giving rise to micrometer-sized composite particles 

comprising polymer gels and semiconductor NCs (Fig. 12.43). They also found that the 

postheating treatment of the resulting composite particles may to some extent narrow the size 

distribution of the resulting semiconductor NCs and thus tune their photoluminescence 

properties. 

 

 



 
 

Fig. 12.43 Schematic of microgel-based synthesis of semiconductor, metal, and magnetic NCs. 

 

 It was fabricating transparent polymer composites of organic ZnS-overcoated CdSe NCs 

with little deterioration of the photoluminescence properties of the NCs by polymerization of 

laurylmethacrylate  in the presence of the NCs. The long alkyl side branches of 

polylaurylmethacrylate (PLMA) efficiently prevented the NCs from aggregation and phase 

separation from the polymer matrices during polymerization A prototype of light-emitting device 

using the resulting composites was demonstrated (Fig. 12.44). 

 
Fig. 12.44. A down-conversion light-emitting device derived from ZnS-overcoated CdSe NC–

PLMA composites emitting at 590 nm. GaN light-emitting diode (LED) was used as the 

excitation source at 425 nm. 

 

 Suspension and emulsion polymerization in the presence of semiconductor NCs 

allowsculpture of semiconductor NC–polymer composites into microspheres, which should be 



very useful as fluorescence markers for biological detection. Nonetheless, the strategy of 

polymerization in the presence of semiconductor NCs has as a whole, the large problem that free 

radicals usually quench the photoluminescence of semiconductor NCs, lowering the optical 

properties of the resulting composites. It was demonstrated that the appropriate choice of 

initiators iscrucial to remain a better photoluminescence efficiency of the NCs when they were 

embedded in polymer matrices, AIBN may preserve the photoluminescence of the NCs 

embedded in polystyrene (PS) microspheres, thus leading to chemically robust fluorescent beads 

(Fig. 12.45). 

 
Fig. 12.45. Fluorescence images of PS beads loaded with green (left), yellow (middle), and red 

CdTe NCs (right). The insets are the corresponding confocal fluorescence images. The scale bars 

correspond to 2 mm. 

 

 Layer-by-layer assembly 

 

 Based on the strong interaction between NCs and polymers, alternatively depositing them 

on a substrate has paved a controlled way to tailor the chemical composition, thickness, and the 

vertical structure of NC–polymer composite films with a nanometer precision. The interaction 

commonly used for LbL growing semiconductor NC–polymer composites is electrostatic 

interaction. The LbL strategy can work well on different substrates, such as silica, glass, and 

wood, with different curvatures. (Fig. 12.46). 



 
Fig. 12.46 a) Lateral structures on patterned ITO substrates. B) Photographs of the lateral 

structures formed by LbL deposition of green- and red-emission CdTe NCs and PDDA 

 

12.10 SUMMARY OF POSSIBLE APPLICATIONS OF SEMICONDUCTOR 

NANOPARTICLES 

  

  
Fig. 12.47 The versatility of NP application in different branches of science.  
 



 Due to their excellent photophysical, magnetic, electronic and biological properties 

semiconductor Nanoparticles (NPs) are widely applied in medical field for biotracking of drug 

molecules, bioimaging biosensing , disease detection , photodynamic therapy, antimicrobial 

prevention  and molecular biology.. In addition, NPs are also valuable tools in electronics and 

optoelectronics, photochemistry  and modern analytical chemistry. The versatility of NPs 

application is presented in Fig. 12.47. 

 
 
12.11 FORMATION OF METAL OXIDES NANOPARTICLES 

 

Aqueous Sol-Gel Chemistry 

 

 The aqueous sol-gel process can shortly be defined as the conversion of a precursor 

solution into an inorganic solid via inorganic polymerization reactions induced by water. In 

general, the precursor or starting compound is either an inorganic (no carbon) metal salt 

(chloride, nitrate, sulfate, ...) or a metal organic compound such as an alkoxide. Metal alkoxides 

are the most widely used precursors, because they react readily with water and are known for 

many metals. Some alkoxides, which are widely used in industry, are commercially available at 

low cost (Si, Ti, Al, Zr), whereas other ones are hardly available, or only at very high costs (Mn, 

Fe, Co, Ni, Cu, Y, Nb, Ta, ...). In comparison to the preparation of silicates from silicon 

alkoxides, sol-gel processing of transition metal oxides has much less been studied, mainly due 

to the high reactivity of transition metal alkoxides. In general, the sol-gel process consists of the 

following steps (Figure 12.48): i) Preparation of a homogeneous solution either by dissolution of 

metal organic precursors in an organic solvent that is miscible with water, or by dissolution of 

inorganic salts in water; ii) conversion of the homogeneous solution into a sol by treatment with 

a suitable reagent (generally water with or without any acid/base); iii) aging; iv) shaping; and v) 

thermal treatment/ sintering. The first step in a sol-gel reaction is the formation of an inorganic 

polymer by hydrolysis and condensation reactions, i.e., the transformation of the molecular 

precursor into a highly crosslinked solid. Hydrolysis leads to a sol, a dispersion of colloidal 

particles in a liquid, and further condensation results in a gel, an interconnected, rigid and porous 

inorganic network enclosing a continuous liquid phase. This transformation is called the sol-gel 

transition. There are two possibilities to dry the gels. Upon removal of the pore liquid under 

hypercritical conditions, the network does not collapse and aerogels are produced. When the gel 

is dried under ambient conditions, shrinkage of the pores occurs, yielding a xerogel. One of the 

highly attractive features of the sol-gel process is the possibility to shape the material into 



anydesired form such as monoliths, films, fibers, and monosized powders, and subsequently to 

convert it into a ceramic material by heat treatment. 

 
Fig. 12.48. Various steps in the sol-gel process to control the final morphology of the Product 

 

Hot-Injection Method 

 Hot-injection method involves the injection of a room-temperature (“cold”) solution of 

precursor molecules into a hot solvent in the presence of surfactants (Figure 12.49). 

 
Fig. 12.49. Experimental set-up and reaction scheme for the hot-injection method. 

 

  The fast injection of the precursor induces a high degree of supersaturation, resulting in a 

short burst of nucleation. During the nucleation process the precursor concentration in the 

solution decreases abruptly. The drop in temperature, due to the injection of the “cold” reactants, 

and the low concentration of unreacted remaining precursor prevent any further nucleation 



events. In a next step, the temperature is carefully increased to a value which allows the slow 

growth of the nuclei to larger nanoparticles, however still suppresses further nucleation. The 

separation of nucleation and growth is a prerequisite to synthesizing monodispersed 

nanoparticles [99], and therefore the hot-injection method generally leads to nanoparticles with a 

narrow size distribution of  10%. If size distributions narrower than 5% are required, then a size-

selection process has to be applied. 

 

Heating-Up Method 

 In the so-called “heating-up” method the reaction solution is prepared at low temperature. 

Subsequent heating initiates the crystallization process, which finally leads to the formation of 

nanocrystals. The heating-up method is particularly advantageous for large-scale production, 

because of its simplicity. Nevertheless, the size uniformity that can be achieved by this approach 

is comparable to the best results obtained from the hot-injection method. Figure 12.50 gives an 

overview of selected magnetic nanoparticles synthesized by this technique. 

 
Fig. 12.50. a–f TEM images of magnetic nanoparticles: a spherical 12 nm sized MnFe2O4, b 

cubelike MnFe2O4, c spherical 5 nm-sized MnFe2O4, d spherical 10 nm-sized MnFe2O4, e 

spherical 10 nm-sized Mn3O4, and f HRTEM image of the nanoparticles displayed in e. 

 

12.12. PROPERTIES AND APPLICATIONS OF METAL OXIDES NANOPARTICLES 

 Among all the functional materials to be synthesized on the nanoscale, metal oxides are 

particularly attractive candidates, from a scientific as well as from a technological point of view. 

The unique characteristics of metal oxides make them the most diverse class of materials, with 



properties covering almost all aspects of materials science and solid state physics. The great 

variety of structures and properties made them the primary target in solid state chemistry and still 

gives inspiration for designing new materials. This exceptionally broad spectrum of properties 

makes (bulk) metal oxides a vital constituent in technological applications like gas sensing, 

medical science, electronics, ceramics, energy conversion and storage, and surface coatings, just 

to mention a few (Figure 12.51). 

 
Fig. 12.51. Selected applications of metal oxides 

 

Magnetic Metal Oxides 

 Iron oxides and ferrites such as Fe2O3, Fe3O4, CoFe2O3 have a net magnetic moment due 

to the antiparallel arrangement of the moment of the atoms in the octahedral and tetrahedral sites 

of the inverse spinel structure (e.g. Fe 2+, Fe 3+, Co 2+). Due to their small size (usually <30–40 

nm) magnetic oxide nanoparticles are generally single-domain  and show a superparamagnetic 

behavior depending on the temperature, their size and their composition. 

 The magnetization of ferromagnetic and ferrimagnetic nanoparticles above a given 

temperature, called blocking temperature (TB), displays no hysteresis as a function of increasing 

and decreasing magnetic field (M-H). This is caused by the thermal energy kT that, in the 

superparamagnetic regime, is larger than the energy required to change the direction of the 

magnetic moment of a particle. Therefore, above TB the nanoparticles do not retain any 

magnetization in the absence of an externally applied magnetic field. Syntheses performed in 

benzyl alcohol from iron acetylacetonate lead to magnetite nanoparticles with tunable size from 

12 to 25 nm . The magnetization at saturation is comparable to the one of the bulk magnetite 

(Figure 12.52), highlighting the high quality and purity of the as-synthesized nanocrystals 

 



 
Fig. 12.52 Magnetization curves at 5 K of two samples of magnetite nanoparticles synthesized 

in benzyl alcohol having average sizes of 12 (▲) and 25 nm (▀), respectively 

 

Photoluminescent Metal Oxides (Rare Earth-Based Nanostructures) 

 
Fig. 12.53 CIE chromaticity diagram (1931) showing the (x,y) color coordinates of the 

roomtemperature emission of yttrium- and gadolinium based hybrid materials synthesized in 

benzyl alcohol doped with Tb 3+ and Eu 3+ ions and excited at different excitation wavelengths, 

264-280 nm (1), 330 nm (2), 350 nm (3), 375 nm (4), 395 nm (5), and 420 nm (6). The black 

curve represents the color of the black body emission at different T (K) 

 



 Another interesting feature of these hybrid materials is due to their emission chromaticity 

that can be simply controlled by varying the excitation wavelength. For example, the mission 

color of the Eu 3+-doped samples may be tuned from the red spectral region to the white one 

crossing the purplish-pink, bluish-purple and the purple spectral areas of the diagram when the 

excitation wavelength varies from 280 to 420 nm (Figure 12.53). It was thus possible to precisely 

tune the emission color through the CIE chromaticity diagram by varying the excitation 

wavelength and without loosing the high radiance values. 

 

 Sensor Devices 

 Gas sensor devices having sensing layers made of metal oxide nanoparticles are generally 

fabricated by simple drop/spin coating or screen-printing of a nanoparticle suspension onto a 

patterned substrate equipped with electric contacts on the front and a heater on the back. 

Schematic representation of such a device is given in Figure 12,54. The deposited layer is then 

thermally treated at moderate temperature in order to eliminate the binder, and to form a porous 

structure attached to the substrate.  

 

 
Fig. 12.54. Schematic representation of the MOS sensor device and micrograph of the In2O3 

metal oxide sensing layer deposited on the ceramic substrate 

 

 The principles of sensing mechanism of resistive gas sensors are reported in many books 

and reviews and will not be considered here in details. In brief, the response of a n-type metal 

oxide semiconductor to the presence of a target gas relies on the surface reactions which occur 

between adsorbed oxygen species and the probed gas. Oxygen adsorbed on the surface traps free 



electrons because of its high electron affinity, forming a potential barrier at the grain boundaries. 

This potential barrier restricts the flow of electrons, causing the electric resistance to increase. 

When the sensor is exposed to an atmosphere containing reducing gases, e.g. hydrocarbons, CO, 

ethanol, etc., the gas molecules adsorb on the surface and react with active oxygen species. 

Reactions with surface oxygen species vary depending on the temperature and the reactivity of 

the sensing material. In any case, this lowers the potential barrier allowing electrons to flow 

more easily, thereby reducing the electrical resistance. On the other hand, the adsorption of 

oxidizing gases such as NO2 and ozone on metal oxide surfaces increases the surface resistance. 

The opposite is true for p-type oxides, where electron exchange due to the gas interaction leads 

either to a reduction (reducing gas) or an increase (oxidizing gas) in electron holes in the valence 

band 

 The response of the In2O3 nanoparticles-based sensor to trace levels of NO2 in function of 

the operating temperature is reported in Figure 12.55. The response to NO2 increases with 

increasing temperature, showing a maximum of sensitivity S = Iair/I2ppmNO2 = 100 around 200◦C 

(Figure 12.55a). The dynamic response of the sensor at 250◦C shows that the output signals 

essentially recover to the initial level, indicating the reversibility of the interactions between the 

sensing elements and NO2, with fast (less than 60 sec.) response time (Figure 12,55b). The 

estimated detection limit of this sensor is about 1 ppb of NO2 in dry air 

 
Fig. 12.55. a Gas responses as a function of working temperature to 2 ppm of NO2, b dynamic 

response (solid line) of the In2 O3-based sensor to different NO2 concentrations (dashed line) in 

dry air 

 

 Biomedical Applications 

 Nanometer-sized nanoparticles are promising for diverse biomedical applications as a 

result of their physical (especially optical and magnetic) properties.As a typical example, 



semiconductor nanoparticles are currently used as fluorescence  probes for labeling and optical 

imaging of biological tissues. Magnetic nanoparticles find their application in magnetic 

resonance imaging (MRI) as contrast-enhancement agents. They can bring advantages over 

currently used MRI contrast agents (e.g. gadolinium complexes) such as better contrast and 

selectivity to a particular tissue or cell type. 

 



CHAPTER 13 COLOIDAL SOLUTIONS OF QUANTUM DOTS OF AIV  

SEMICONDUCTORS  

 
 

13.1 INTRODUCTION 

 

 Quantum dots (QDs) are semiconductor nanoparticles in which “quantum confine-

ment” effect is observed. Quantum confinement of electrons in semiconductor nanoparticles 

is observed when a crystallite radius less than the Bohr exciton radius (5 nm for silicon) and 

results in specific optical and electronic properties - size dependent bandgaps and thus a 

Stokes shift with high quantum yield photoluminescence.  

 Structurally, the central part of QDs consist of a core composed of a variety of sub-

stances such as AIV, A2B6, A3B5 and more complex semiconductors which can be amorphous 

or crystalline, doped and undoped. The core are covered by other semiconductor shell and 

stabilizing layer. Depending on functional application of QDs this layer can be hydrophilic or 

hydrophobic. The linkers and ligands can be attached to these layers allowing formation of 

different complex. The examples of possible materials for core, doping ions, shell, stabilizing 

layer, linkers and ligands are presented in Fig.13. 1.  

 

 
Fig. 13.1. Scheme of quantum dot structure  

 



 Due to their specific photophysical, magnetic, electronic and biological properties 

quantum dots are widely applied in microelectronics and nanolectronics (light emission di-

odes, memory devices, displays), photochemistry (hydrogen generation, sensitizes, photoelec-

trodes), analytical chemistry (chemical analysis), molecular biology and medicine (biosen-

sors, fluorescent labels, photodynamic therapy, drug biotracking), etc.[1-4].  

 In the last few decades, the emergence of nanotechnology gave rise to exciting devel-

opments in the field of cell biology. Indeed, the ability to control matter at the nanoscale 

length paves the way for the sensing of biological systems at the level of single molecules by 

optical or electrical detection. The implementation of QDs for use in cell labeling has been 

one of the fastest growing areas in this field. The reason for this intense research activity, in 

particular fluorescence labeling, lies in the considerable advantages of semiconductor QDs 

over the classically used organic dye molecules or fluorescent proteins. Numerous reviews 

have been devoted to these QDs [1-9] including the method of QDs formation and possible 

application to bioimaging. Here we review the last achievements in the branch of Si and SiC 

QDs formation by electrochemical etching, their surface functionalization, analysis of lumi-

nescent properties of QDs colloidal solutions, and different bio-medical application.  

 

13.2 PROPERTIES AND ADVANTAGES OF COLLOIDAL SOLUTIONS WITH QDS  

 

 The interest in colloidal solution with QDs lies in their fluorescence properties. 

Among the advantages of QDs, the principal one is the higher resistance of QDs to light-

induced reactions such as photooxidation. This photochemical inertness known as the photo-

bleaching phenomenon prevents the degradation of luminescence properties with time. An-

other important feature of QDs is their size and composition-induced tunable emission span-

ning from the ultraviolet to the near infrared (UV to NIR) with a narrow emission spectra and 

high quantum yield. The conjugation of a narrow emission with a large effective Stokes shift 

[8,10], a constant emission wavelength no matter what excitation wavelength is used [11], and 

a broad absorption spectrum are key parameters to achieve multiplexed imaging as the fluo-

rescence signal of each QD can be readily separated and individually analyzed using a single 

excitation source. This multicolor imaging potentiality is particularly interesting for the moni-

toring of intracellular processes [3, 12]. As the last advantage, it is also important to note that 

QDs have orders of magnitude larger cross sections for two-photon excitation compared to 

the organic chromophore. Thanks to this property, infrared excitation in the transparency 
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window of tissues (700–900nm) can be used with visible radiation to perform fluorescence 

detection.  

 
Fig. 13.2. (a) One-photon excited fluorescence. (b) Linear scattering. (c) Two-photon-excited 

fluorescence. (d) Second harmonic generation. (e) Sequential absorption and upconverted 

emission. (f) Principle of molecular bleaching showing intersystem crossing upon one- or 

two-photon absorption (from [7]). 

 

 Besides fluorescence (one photon and two-photon excited) we can note other effects 

like linear scattering, second harmonic generation, sequential absorption and upconverted 

emission. The schemes in Fig. 2 summarize emission effects in QDs that can be applied to 

bio-medical applications (see detailed explanation in [7]). 

  QDs present also two important drawbacks. The first one is that most QDs, as synthe-

sized, have hydrophobic organic ligands coating their surface [13]. To make the QDs water 

soluble, their organophilic surface species have to be exchanged with more polar species. A 

complex multilayer [14] ligand shell has then to be realized, which leads in some cases of 

nonspecific optical absorption. The second and the major drawback concerns cytotoxicity. For 

example, the widely used II–VI semiconductor QDs (e.g. CdSe) were found to be cytotoxic 

through the release of free cadmium ions [15, 16]. As the result, these QDs strongly influence 

biological cell function and their application in efficient cell imaging is limited. Therefore, a 

protective shell (ZnS or a polymer, for example) must be systematically added to prevent cell 

death when using these types of QDs. To completely avoid this problem, one has to use QDs 

on the basis of more benign materials such as group IV semiconductors, first of all Si and SiC 

QDs.   



13.3 TECHNOLOGY OF COLLOIDAL SOLUTION OF SI QDS 

 

 Different approaches have been proposed and described in literature to create Si nano-

particles and QDS. The isolated particles were obtained from a gas-phase preparation using 

silanes or other Si sources via thermal decomposition, thermal annealing, reactive sputtering, 

thermal vaporization, microwave plasma, gas-evaporation, chemical vapour deposition 

[1,9,17-20]. 

 “Wet chemistry” route to Si QDs is typically involve the reaction of Zintl salts 

(KSi/NaSi) or reductive organometallic Si compounds with SiCl4 or NH4Br [21,22]. Chemical 

reduction of silicon halogenides (SiX4; X = Cl or Br) by LiAlH4 in water-free reverse-micelle 

solutions gives Si QDs with narrow size distribution [23]. However, comparing to chemical 

route, electrochemical anodization is much more reproducible and simple technique for the 

fabrication of Si QDs emitting light in a large spectral range at room temperature under pho-

toexcitation. Visible light emitting colloidal Si QDs are extensively studied [1]. Otherwise 

UV emitting Si QDs were only mentioned in a few papers [24-26], because it is relatively dif-

ficult to control fabrication of stable and homogeneously distributed Si NPs with dimensions 

less than 1.5 nm having the energy band gaps larger than 3 eV. 

 Commonly the anodization to prepare Si QDs as well as porous silicon (PS) takes 

place in the mixtures of HF (able to transform silicon into soluble H2SiF6 under anodization) 

and organic solvent (commonly ethanol) decreasing the wetting angle and thus allowing the 

penetration of electrolyte inside pores of PS. An experimental protocol for the preparation of 

Si QDs with desired emission wavelength (from NIR to UV) was described in details in the 

works [26, 27]. At the first stage, highly porous (>90 %) 300 µm thick PS layer was prepared 

by anodization (current density j = 55 mA/cm2) of p-type (1-10 Ω cm) boron-doped (100)-

oriented Si wafers with a backside Al ohmic contact in 1:1 (v:v) mixture of 48 % aqueous HF 

and absolute ethanol during 2 hours. To remove all HF traces the layer was washed several 

times in absolute ethanol and naturally dried, which resulted in its self-transformation into a 

strongly hydrogenated PS micropowder with about 6.5% mass content of H [27]. Finally the 

micropowder was mechanically grinded and dispersed in absolute ethanol, giving Si QDs sat-

urated colloidal solution with 5 mg/ml concentration. 

 Transmission Electron Microscopy (TEM) pictures shown in Fig. 3 give a general 

view of quasi-spherical Si particles constituting the nanopowder suspension into the initial 

colloidal solution. As one can see, the general size distribution of the shown particles is rela-

tively large. In particular, the initial nanopowder consists of large (>10 nm) porous particles 
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(Fig3 1-b)) and numerous small denser (<10 nm) particles (Fig. 3-c)). Total absence of clearly 

defined electron diffraction features indicates an amorphous-like state of the studied particles 

[27]. Clear and dark spots of the large porous particles (Fig. 3-b) correspond to the pits and 

solid Si phase, respectively. In general, their shape was already described in terms of fractal 

geometry [28]. As for the small (<10 nm) particles (Fig. 3-c)), they are well known to exhibit 

highly efficient luminescence in a large spectral range due to quantum and spatial confine-

ments of photogenerated charge carriers and these particles can be considered as SiQDs. 

 
 

Fig.13.3 TEM pictures of Si NPs constituting the initial strongly hydrogenated PS nanopow-

der: (a) general view; (b) large porous NPs; (c) small dense Si NPs with dimensions less than 

5 nm (from [26]). 

 

 Fig. 4 shows normalized photoluminescence (PL) spectra of the Si QDs in ethanol so-

lutions [26]. First, the PL signal of the initial saturated solution is represented by spectrum 1. 

It is very similar to a usual PL spectrum of a red emitting PS layer. The spectra blueshifting in 

comparison to the initial PL is observed after sedimentation in the dark during 1 day (curve 

2). Associating both PL spectra to particular size distributions of SiQDs and taking into ac-

count that the emission energy for the smaller QDs is higher,  the  observed  sedimentation-

induced  evolution  of the PL signal can be explained by the removal of the largest submicron 

PS QDs from the ethanol solution. Thus, the observed green-blue PL maxima of spectrum 2 

may correspond to luminescence of the smaller porous QDs as those shown in Fig. 3b, for ex-

ample. Further centrifugation leads to almost complete elimination of the QDs with dimen-

sions larger than 2 nm from the colloidal solution. The PL spectrum 4 of this doubly centri-

fuged solution has a main maximum at 3.5 eV and a set of other UV peaks at the high energy 

wing situated in the spectral region between 3.5 and 4.5 eV.  



 
 

Fig.4 PL spectrum of the initial PS nanopowder in ethanol solution and its evolution upon 

sedimentation and moderate centrifugation (from[26]) 

 

In [29,30] we proposed a new method allowing more precise size selection of colloidal Si 

QDs. This approach is based on the use of meso-porous Si (meso-PS) free standing mem-

branes as QDs filters (Fig.5). In particular, due to auto-filtration phenomenon an efficient fil-

tering was achieved and size quantization of the amorphous Si QDs was brought to the fore. 

Via variation of the porosity and thickness of meso-porous layer it is possible to obtain PL 

spectra with maxima from 1.7 to 3.4 eV. Energy positions of these features are summarized in 

Fig. 6. The lowest (in terms of energy) feature is designated as n and all others as n+i, where i 

is the index number. A remarkable coincidence of the data for each PL peak number can be 

stated. In particular, one can deduce from Fig.6 that the PL energy values seem to vary dis-

cretely which is especially interesting taking into account total independence of the picked out 

data.  

 Since each spectral energy value assigned to a specific QD dimension, Fig. 6b shows 

this correlation according to the model of Delerue et al. [35] for which: 

 

Eg (d) =1.167+3.73*d-1.39 ,     (1) 

 

where Eg(d) is the energy band gap of a spherical-like QD with diameter d. The QD diameter 

was estimated from Eq. (1) for each spectral PL feature n+i characterized by its proper energy 

value Eg(d). Thus, in frame of experimental errors, Fig. 6-b shows that dimensions of the Si 

QDs undergone filtering vary discretely with a radius quantum equal to 0.12 nm. Existing of 
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this quantum may correspond to step-like increasing of Si QDs radius on one new shell at the 

surface of Si QDs. 
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Fig.5 Scheme of a double-tank homemade hermetic filtering set-up with upper (donor) cell 

and bottom (receiver) cell (a) and (b) PL spectra with corresponding photos of initial (curve 

A) and filtered (curve B) ethanol solutions with dispersed Si QDs. PL signals from pure abso-

lute ethanol and from pure ethanol without Si NPs passed through the meso-PS membrane are 

represented by non-normalized spectra C and D, respectively (from [29]). 

 
 

Fig.6(a): spectral positions of PL maxima/shoulders reported in (1) [31], (2) [32], (3) [26], (4) 

[33], (5) [34], and (6) [29]; (b): dependence of Si QDs size calculated according to the model 

described in [35] on the PL peak energies reported in [29].  

 

  



 The chromatography and other complex separation methods were applied too to sepa-

rate electrochemically etched Si QDs into monodisperse fractions [1,9,36-38]. 

 
Fig.7 Scheme for the POM-assisted electrochemical etching process (a). Typical PL spectra 

of SiQDs with sizes ranging from 1 to 4 nm (c) from [9]. 

 

 For particle size control, Kang et al. have developed a polyoxometalate (POM)-

assisted electrochemical method, which yielded highly monodisperse Si dots (1, 2, 3, and 4 

nm) with a narrow size distribution requiring no further separation (Fig.7) [36]. It represents a 

convenient and rational synthesis of a variety of Si nanostructures via the simple control of 

current density and choice of catalyst POMs. POMs clearly play a vital role incontrolling the 

size of Si dots and formation of Si nanostructures. The size control of Si dots may be attribut-

ed to the unique electronic characteristics of POMs in gaining and donating electrons simulta-

neously while keeping their structure unchanged.  

 

13.4 GRAFTING OF SI QDS AND THEIR APPLICATION FOR BIOIMAGING 

 

 One of the major drawbacks of SiQDs for application for bioimaging is their instabil-

ity over time in water or buffer solutions. It is well-known that PS surface slowly oxidizes in 

air which is resulting in degradation of optical and luminescent properties. Several methods 

have been used to achieve a change in the surface composition for improving the stability of 

materials. The PS passivation can be achieved by replacing the Si-Hx bonds with stronger S-C 

and Si-OC bonds [39,40]. Fortunately, the hydride species which cover the PS surface after Si 

etching provide a versatile starting point for various reactions, allowing the attachment of dif-
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ferent species. An application of carbon grafting is prospective due to the fact that carbon di-

rectly bonded to silicon stabilizes porous Si against dissolution in aqueous solutions [41]. 

 Si–C bonds are usually formed on hydride-terminated porous Si surfaces by hydrosi-

lylation, i.e. an addition of Si–H fragments to unsaturated bonds of alkene or alkyne accord-

ing to Scheme 1 [39, 41-46].  

 

Si H CH2 R Si
R

+
 

Scheme 1 

 

 Aryl and alkyl radicals of different length, aminogroups, thiols, carboxylic acid and 

other variable functionalities were successfully attached on the surface of PS as well as Si 

QDs by this approach. Differently from organosilicon compounds, the hydrosilylation on the 

surface of Si nanostructures does not require metalocomplex catalysts such as H2PtCl6; the 

Si4-xSiHx groups can efficiently be activated to hydrosilylation by temperature (approx. 130 
oC), visible light or Lewis acid catalysts [39, 44-46]. As an alternative to hydrosilylation, co-

valently attached organic layers can be formed on the porous Si surfaces under treatment with 

Grignard and alkyl- or aryllithium reagents, which is considered in the reviews [41, 47]. An 

interaction of surface SiHx groups with alcohols at elevated temperature resulted in alkoxy-

coated Si particles [1,48]. In general, alkyl coated Si QDs demonstrate superior qualities, such 

as better oxidation and hydrolytic stability as well as PL efficiency, comparing to unmodified 

SiHx coated QDs [9]. 

 In [49] the Si QDs with alkyl passivation of the surface were obtained through me-

chanical milling of Si wafers in a reactive liquid medium like alkynes and alkenes under an 

inert atmosphere. The reaction of the terminal triple or double bond with the reactive Si-Si 

and silicon surface radicals results in the formation of covalent Si–C bonds, which are pre-

venting further oxidation of the silicon surface. This cycloaddition of unsaturated hydrocar-

bons resulted in organic passivated Si QDs. The milling in monofunctionalized organic liq-

uids forms Si QDs that are soluble exclusively in organic solvents. 

 Very stable and bright emitting amine-terminated Si QDs with different alkyl chain 

lengths between the Si core and amine end-group were synthesized in [50]. The obtained Si 

QDs have a spherical shape and homogeneous size distribution (1.6 nm). Their emission can 

be tuned from the UV to the blue spectral region, in a controllable fashion, by only changing 



the alkyl spacer length. The emission quantum yields are 12% for all synthesized Si QDs. Ex-

cited state lifetimes are in the ns range and point to a direct band gap excitation. NH2-

terminated Si NPs exhibit an exceptional stability over a wide pH range (1–13) and high tem-

peratures (120 oC). 

 Lee and co-workers recently presented an EtOH/H2O2 - assisted oxidation method to 

synthesize water-dispersed Si/SiOxHy core/shell QDs with a Si core of different controlled di-

ameters [51]. Significantly, this method allows for fine tuning emission wavelengths of QDs, 

producing seven luminescent colors from blue to red, the fluorescent silicon nanospheres (Si 

NSs) containing several hundreds of SiQDs (Fig. 8). The as-prepared nanospheres possess ex-

cellent aqueous dispersibility, strong fluorescence (quantum yield: ~15%), robust photo-

stability and favorable biocompatibility. They developed a new kind of water-dispersed oxi-

dized SiNSs (O-SiNSs) prepared via thermal oxidation of the precursor SiNSs [52, 53]. The 

quantum yield of the O-SiNSs was dramatically increased to as high as 25%. More signifi-

cantly, O-SiNSs are stable under high-power UV irradiation and in acidic-to-basic environ-

ments covering pH = 2—12. This extremely high pH stability leads to facile conjugation of 

nanospheres with antibodies, resulting in brightly luminescent silicon bioconjugates for im-

munofluorescent bioimaging (Fig. 9). 

 
Fig. 8 3 nm H-SiQDs are oxidized in EtOH–H2O2; emission of the oxidized SiQDs ranges 

from salmon pink to blue (from [51]). 

 

 A production of stable silicon QDs with various surface functionalities through mi-

crowave-assisted hydrosilylation of hydride-terminated silicon QDs in the presence of various 

reactive compounds (decene, undecylenyl alcohol, and undecenoic acid) are considered in 

[54]. Reagents were selected from bifunctional compounds. One functional group should be 

the C=C which is involved in the hydrosilylation process and the other group could bear any 

other functionality to enable widespread applications of SiQDs.  
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 A significant enhancement of the PL efficiency is observed for aqueous suspensions of 

PS particles coated by bioresorbable polymers, i.e., polylactic-co-glycolic acid (PLGA) and 

polyvinyl alcohol (PVA). The inner hydrophobic PLGA layer protects the QDs from the reac-

tion with water, while the outer PVA layer makes the QDs hydrophilic [55]. UV-induced graft 

polymerization of acrylic acid on the surface of silicon nanoparticles was used to prepare a 

stable aqueous luminescent silicon QDs solution. By grafting a water-soluble polymer on the 

particle surface, the dispersions in water of the silicon nanoparticles became very stable and 

clear aqueous solutions could be obtained in [56]. Hydrogen-capped silicon QDs with strong 

blue PL were synthesized by the metathesis reaction of sodium silicide, NaSi, with NH4Br. 

The hydrogen-capped Si QDs were further terminated with octyl groups and then coated with 

a polymer to render them water-soluble [57]. Silicon QDs were prepared and functionalized 

with alkene-terminated poly (ethylene oxide) to impart amphiphilic solution properties to the 

particles [58]. The alkyl-passivated Si nanocolloids were obtained via thermally-initiated hy-

drosilation of the hydrogenated Si nanoparticles, formed by electrochemical etching of Si wa-

fer, with 1-undecene [59]. 

 
 

Fig.9 (a) Schematic illustration of silicon nanospheres conjugating with goat-anti-mouse IgG. 

The carboxylic acid groups of nanospheres readily reacted with the amino groups of IgG by 

using EDC and NHS as zero-length cross-linkers (Figure is not to scale). (b) Optical micro-

graphs of the prepared silicon bioconjugates under UV (365 nm) irradiation. The prepared bi-

oconjugates preserve stable and bright fluorescent intensity for over 1 month (right) (from 

[53]). 

 

 The carboxylic acid functionalized Si QDs (with the using of short alkyl chain organic 

peroxide, succinic acid peroxide) were applied for HeLa cells imaging [60] in several emis-



sion ranges. Hela or hela cell, is an immortalized cell type used in scientific research in vitro. 

The HeLa cells treated the carboxylic acid terminated Si QDs demonstrate the fluorescence 

with wide emission spectra arising from Si QDs (Figure 10 b–d). The bright blue fluorescence 

(450 nm) from the Si QDs is distributed uniformly and shows that the Si QDs were taken up 

into the cytoplasm (Figure 10 b). Remarkably, when the image for the 515 nm channel was 

collected, a bright green fluorescence from the internalized Si-QDs was clearly observed from 

the robust optical signal of the cells (Figure 10 c). Red fluorescence from the internalized Si 

QDs was also observed for the 605 nm channel (Figure 10 d). This behavior indicates that it 

might be possible to use hydrophilic Si QDs as chromophores for biological fluorescence im-

aging. 

 
Fig.10. Confocal microscopic visualisation of HeLa cells treated with carboxylic acid termi-

nated Si QDs collected at different channels: a) bright field image; and luminescence images 

collected at: b) 450 nm, c) 515 nm, and d) 605 nm (from[60]). 

 

 Application of functionalized luminescent Si QDs for bioimaging of tumors are con-

sidered in [18,61,62]. The micelle encapsulated SiQDs were injected intravenously into a 

Balb C mouse which was then sacrificed after 24 hours. The mouse was dissected and the or-

gans were imaged to observe where the SiQDs were concentrating in the body (Fig. 11). The 

QDs concentrated preferentially in the spleen with some seen in the liver. The particles are 

not seen in the heart, lungs, kidneys, or the brain [62]. 
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Fig. 11. Images of organs of a Balb C mouse 24 hours after injection of the PSiQDs. A, G, M, 

S: Heart; B, H, NN, T: Liver; C, I, O, U: Spleen; D, J, P, V: Lungs; E, K, Q, W: Kidneys; F, 

L, R, X: Brain. Top Row: Fluorescence; Second Row: Autofluorescence; Third Row: Over-

lay; Fourth Row: White light picture (from [62]). 

 

  

13.5 FABRICATION AND PL PROPERTIES OF COLLOIDAL SOLUTIONS WITH 

SIC QDS   
 
 Luminescent properties of silicon carbide (SiC) nanostructures have been extensively 

studied during about last fifteen years. In comparison to extremely weak PL of bulk SiC sub-

strates at room temperature, PL intensity of the SiC nanostructures with dimensions < 10 nm 

is significantly enhanced [63]. Particularly, room temperature PL of porous SiC nanostruc-

tures obtained by electrochemical etching has received a special attention from scientists. Ra-

diative recombinations via surface states and impurity levels have been discussed in literature 

as main mechanisms of the observed PL signals coming from the SiC nanostructures [64, 65]. 

In [66] it was reported about ultraviolet PL from SiC nanoparticles with dimensions below 3 

nm, which were extracted from a porous layer formed by electrochemical etching. In particu-

lar, quantum confinement effect of photogenerated charge carriers was discussed by the au-

thors to explain an important PL signal detected at energies higher than 3 eV.  In addition, it 

has been also shown that when the non-radiative surface states were efficiently passivated by 

solvent molecules and concentration of the nanoparticles in the solutions was sufficiently low 



reducing considerably physical interactions between the nanoparticles, significant above-gap 

PL spectral tails due to recombination of quantum confined photoexcited carriers could be 

clearly seen [67]. Several years ago, it has been reported on experimental evidence of quan-

tum confinement effect in the PL spectra of colloidal suspensions of SiC nanoparticles with 

cubic crystalline symmetry (3C-polytype) obtained by an ultrasonic treatment of porous 3C-

SiC layer in various solvents [68,69]. As the excitation wavelength was increased, the colloi-

dal nanocrystals were found to give a strong above-gap emission band whose maximum was 

redshifted in the range from 2.8 eV to 2.2 eV. At the same time, as expected by the quantum 

confinement model, the emission intensity rises up to a maximum before decreasing which 

correlates to the size distribution supported by TEM measurements.  

 The method of forming SiC QDs obtained by electrochemical etching of bulk sub-

strates of 3C polytype was described in [70,71]. Firstly, 3C-SiC nano-porous layer was 

formed by means of electrochemical anodization of a low resistivity grade (<1 Ω.cm) bulk 

3C-SiC polycrystalline wafer. The etching process took place for 2-3 hours at a current densi-

ty of 25 mA/cm2 using a 1:1 HF(50%)/ethanol electrolyte. After the etching, a highly porous 

network constituted by numerous interconnected 3C-SiC nanocrystals was formed. The ultra-

porous layer was washed with water, naturally dried in ambient air and then removed from the 

wafer. An intense mechanical dry grinding of the formed free nano-porous layer transformed 

it into a nano-powder state. The as-prepared 3C-SiC nanopowder can be dispersed in various 

polar solutions. To change surface charges, the suspended QDs are treated in different surfac-

tants like cetyl-tri-methyl-ammonium bromide (CTMA) and sodium lauryl sulphate (SLS) 

which are added to the colloidal solutions to communicate positive and negative surface 

charges to the QDs, respectively. 

 FTIR spectra of the SiC QDs recorded in transmittance (pellet in KBr) and diffuse re-

flectance modes, are presented in Fig 12. The assignment of the bands coincides in general 

with results obtained for porous 6H-SiC and 3C-SiC [70-72]. Wide ν (OH) band centred at 

about 3500 cm-1 corresponds to the adsorbed water molecules as well as to C–OH and Si–OH 

groups. Multiple bands at 2985, 2943 and 2914 cm-1 (ν (CHx)) and 1469, 1450 and 1375 δ 

(CHx) indicate on presence of different types of aliphatic CHx groups in the SiC QDs. Intense 

ν (C=O) band at 1743 cm-1 which is clearly seen in the spectrum of SiC sample, can be as-

signed not only to the presence of carboxylic acid groups, but also to their esters such as –

COOC2H5, because the position of the band is shifted to higher wavenumbers comparing to 

common spectra of carboxylic acids (usually the C=O band of hydrogen bonded –COOH 

groups is observed at 1700 – 1725 cm-1, however for –COOH group without H-bonds it can 
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be found at 1770 cm-1). Wide band at centred at 1213 cm-1 probably appeared due to the com-

bination of ν (C–O) band of –COOH groups, ν (Si–O) band and some lattice bands of SiC 

 
Fig.12 FTIR spectra (transmittance and diffuse reflectance) of palletized and ground 3C-SiC 

samples (from [70]). 

 
Fig.13 Schematic representation of: (a) general surface chemistry and (b) surface charges of 

3C-SiC nanoparticles ([70]). 

 

 The surface groups of the 3C-SiC nano-powder are very similar to those of recently 

studied 6H-SiC porous nanostructures and schematically represented by a scheme in Fig.13a. 

According to [73], the 3C-SiC QDs surface contains carbon-enriched layer appeared mainly 

due to the preferential removing of Si atoms during the electrochemically assisted nano-

powder formation. Dissociation of the carboxylic (Si-COOH) and/or silanol (Si-OH) acid 

groups in polar solvents leads to appearance of negative electric charges at the nanoparticle 

surface as it is illustrated by scheme in Fig.13b. In particular, these charges are responsible for 



extremely stable and optically homogeneous colloidal solutions obtained with the 3C-SiC 

QDs dispersed in solvents.  

 Electrostatic screening of the radiative band gap states by highly polar solvent media 

leads to a blueshift and a decrease in the width at half maximum of the PL spectra of the QDs. 

As for the surface charges, they govern band bending slope and thus influence strongly the 

radiative transitions via energy states in the band gap. 

 Transmission electron microscopy (TEM) image of the spherical-like SiC QDs is giv-

en in Fig.14a. An example of a daylight photo of the centrifuged optically homogeneous col-

loidal suspension of the 3C-SiC is shown by the inset in Fig.14a. Typical size distribution of 

the 3C-SiC QDs is presented in Fig.14b. As one can see, the majority of the QDs dimensions 

are found to be below 5 nm with the most probable size value being around 2.5 nm. The inset 

in Fig.14b shows typical PL spectrum of the 3C-SiC QDs dispersed in aqueous solutions un-

der UV excitation. Since the mean size value of the SiC QDs are smaller then the Bohr’s di-

ameter of the exciton in bulk SiC substrate (~5.4nm), they exhibit highly efficient lumines-

cence with energies higher than bandgap energy of bulk SiC due to spatial and quantum 

confinement effects [71]. 

  
Fig.14 a) The general TEM image of the SiC QDs. Inset shows a colloidal solution with the 

dispersed SiC QDs; (b) size distribution of the SiC QDs. Inset shows a typical PL spectrum of 

the colloidal 3C-SiC QDs (from [81]). 

 

 Well defined spherical colloidal cubic SiC QDs with average diameter of 5 nm were 

synthesized using the reactive bonding and wet chemical etching method in [74,75]. These 

QDs show strong violet-blue PL emission. ATR-IR measurements revealed the surface struc-
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ture of the SiC QDs which consists of Si-O-Si, C-O-C, CH, COOH, and COO-surface termi-

nations as for electrochemically prepared QDs. 

 There are only few reports on surface functionalization of SiC nanoparticles [4,75-79]. 

Polymerization of the conducting polyaniline in the presence of camphorsulfonic acid and SiC 

nanoparticles results in the formation of polyaniline-camphorsulfonic acid shell with a thick-

ness in the range from 0.5 nm to a few nanometers at the surface of SiC nanocrystals [79]. In 

[76] there are report PL and light reabsorption in the SiC QDs embedded in the binary 

poly(allylamine hydrochloride)-sodium poly(styrene sulfonate) polyelectrolytes solid matrix. 

The emission maximum wavelength can be tuned over a wide blue-violet spectral region indi-

cating the quantum confinement as the origin of light emission. 

 

13.6 SIC QDS AS FLUORESCENT BIO-LABELS 

 

 The highly luminescent 3C-SiC QDs was successfully explored as fluorescent agents 

for living cell imaging. By using fluorescent microscope we studied the cells of different 

plants, mouse fibroblast, healthy and cancer epithelial human cells with SiC QDs 

[8,71,80,81]. Covalent grafting of amino groups onto the carboxylic acid functionalities, natu-

rally covering the surface of fluorescent nanoparticles produced from silicon carbide, allowed 

tuning of their surface charge from negative to highly positive (Fig.15). Grafting of amino-

groups was performed by the reaction of SiC QDs surface carboxylic acid groups with eth-

ylenediamine (En, H2N–CH2CH2–NH2), Fig.15. 

 Incubating 3T3-L1 fibroblast cells with differently charged SiC QDs demonstrates the 

crucial role of the charge in cell fluorescent targeting [71]. Negatively charged SiC QDs con-

centrate inside the cell nuclei. Close to neutrally charged SiC QDs are present in both cyto-

plasm and nuclei while positively charged SiC QDs are present only in the cytoplasm and are 

not able to move inside the nuclei (Fig.16). This effect opens the door for the use of SiC QDs 

for easy and fast visualization of long-lasting biological processes taking place in the cell cy-

tosol or nucleus as well as providing a new long-term cell imaging tool. Moreover, here we 

have shown that the interaction between charged QDs and nuclear pore complex plays an es-

sential role in their penetration into the nuclei. The importance of electrostatic interactions 

was more recently strengthened by authors studying the molecular structure of the yeast nu-

clear pore complex (NPC) and the translocation of model particles [82]. 



 

 
Fig.15.Grafting of amino groups on the surface of as-prepared SiC QDs (a) and Zeta-potential 

measurements performed on colloidal solutions of SiC–CO2 H(-30), SiC–NH2 (+4) and SiC–

NH2 (+100) (from [71]]. 

 

 

 
Fig.16 Fluorescence and visible microscopy images of 3T3-L1 cells: (a) without SiC QDs; (b) 

labeled with negatively charged SiC–CO2H(-30) QDs; (c) labeled with quasineutral SiC–NH2 

(+4) QDs and (d) labeled with positively charged SiC–NH2 (+100) QDs (from [71]) 
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 The uptake of QDs and its intra-nuclei concentration is dependant to cell proliferation 

(Fig.17). This has been shown by two different ways, first in healthy cells and second in can-

cer cells [81]. In healthy SG cells (a human immortalized gingival epithelioid cell line), the 

labeling is altered by the state of confluence, at confluence the labelling is low and absent in 

the nuclei (c) while it is strong and present in the nuclei when cells divide (a and b). In cancer 

cells HSC-2 (a human oral squamous carcinoma line), that proliferate even at confluence, the 

labeling is not influence by confluence (d, e and f). Although the mechanism linking intra-

nuclear accumulation of SiC QDs and cell proliferation has not been yet identified, this ob-

servation is important for at least two reasons. Firstly, it brings evidence of a specificity of 

SiC QDs to be uptaken by proliferating cells that are promising to give specificity for cancer 

treatment or drug delivery with SiC QDs. Secondly, a majority of studies on QDs are done on 

proliferating cells, according to the present results, the behaviour of QDs may be not the same 

for confluent (proliferating) and confluent (non proliferating) cells.  

 

 
 

Fig. 17. Fluorescence microscopy images of SG and HSC-2 cells labeled by SiC NPs: a), d) 

low confluence b), e) intermediate confluence, c), f) total confluence (from[81]). 



 

 To test the cytotoxic potential of SiC QDs, we chose two oral squamous carcinoma 

and one immortalized oral epithelioid lines. Like the two cancer lines, the control cells we 

used possess a high growth rate and are used as a control in comparison to HSC-2 cells [83]. 

Higher concentrations of SiC QDs and longer exposure time are required to reduce S-G pro-

liferation when compared to both human and murine tumoral cells. The differential toxicity of 

SiC QDs against rapidly dividing cancer cells suggests their potential use as antitumoral 

agents. The precise mechanism(s) of action of SiC QDs in inhibiting cell proliferation remains 

to be investigated. We considered the possibility of using NPs SiC for antitumor therapy. 

When SiC QDs concentration of 2 mg / mL kills 100% of the cancer cells HSC-2 is already at 

6:00 incubation and almost no effect on the survival of the culture of healthy cells that have 

stopped cell division through a mechanism of contact inhibition. This means that toxic effects, 

as well as the total amount of nanoparticles in the cell decreases dramatically when the cage 

stops proliferation (division) [8]. 

 SiC QDs have, however, few disadvantages preventing their use in complex bio-

imaging applications. This includes low quantum yield and rather broad emission band, which 

makes multicolour imaging difficult. Low quantum yield also influences concentration at 

which labelling effect is detectable. Therefore, to compete with usual fluorophores, a strong 

PL enhancement of SiC QDs may be ensured by their nearfield coupling with multipolar 

plasmons [84]. In order to achieve a high PL enhancement factors, an approach based on: (1) 

localization of SiC QDs in the vicinity of randomly arranged silver (Ag) nanoparticles (NPs) 

chemically formed on silicon nitride (SiNX)/glass substrates and (2) careful tuning of the mul-

tipolar plasmon bands of the nanoparticles to overlap the excitation and emission spectral 

bands of SiC QDs, has been developed. 

  Fluorescence images of fibroblast cells on glass and plasmonic substrates with or 

without SiC QDs can be seen in Figure 18. All images were obtained under the same observa-

tion conditions in terms of excitation (UV/violet excitation band (λ=350-460 nm) and an ob-

servation spectral range corresponding to the wavelengths λ >470 nm) and acquisition time. 

Natural fluorescence of the cells grown on the usual glass cover slip substrates is too weak to 

be observed in such experimental conditions (Figure 18a). On the other hand, the cells grown 

on the glass substrates and labelled with the SiC QDs can be better seen in Figure 18b. Strong 

auto-fluorescence enhancement of the fibroblast cells grown onto the nano-Ag/SiNX/glass 

substrates is shown in Figure 18c. This label-free natural green cell auto-fluorescence is sig-

nificantly increased in comparison with the cells grown on a simple glass substrate (Figure 



21 

18a). The cells with the up-taken SiC NPs grown onto the nano-Ag/SiNX/glass substrates 

show a drastic fluorescence enhancement (Figure 18d) in comparison to the cells containing 

the same quantity of the SiC QDs and grown on a usually-used glass cover slips (Figure 18b). 

 Different mechanisms can be responsible for the observed fluorescence enhancement 

of the cells. Firstly, the localized plasmons appearing in the Ag NPs leads to an increase of 

excitation/absorption and photostimulated auto-emission of the cell membranes due to their 

close proximity to the Ag NPs. The fluorescence enhancement can be only observable when 

the plasmons are localized in very close vicinity to the cell membrane. Moreover, the cell 

membrane thickness is estimated to be around a few nanometers which allows plasmon-

induced PL enhancement of the NPs up-taken by the cells and localized near the membrane 

after the dehydration and the subsequent fixation of the cells on the plasmonic nano-

Ag/SiNX/glass substrate. All these factors can explain the detected enhancement of cell auto-

fluorescence and PL of the up-taken SiC QDs (see Figure 18c and 18d, respectively).  

  

  

(a) (b) 

  

(c) (d) 
  

Fig. 18. Sample schematics and corresponding fluorescent images of fibroblast cells: (a) on 

glass substrate, (b) labelled with the SiC NPs on glass substrate, (c) on nano-Ag/SiNX/glass 

substrate, (d) labelled with the SiC NPs on nano-Ag/SiNX/glass substrate. 

 



 Secondly, the cell labeling with the SiC QDs can induce modification of the local ef-

fective dielectric constant which will lead to a better near-filed coupling (in terms of spectral 

overlap) with the localized plasmon modes under the same excitation conditions. In addition, 

the higher values of the local dielectric constant will also ensure the higher intensities of the 

plasmon-induced local electric field penetrating deeper inside the labelled cells. Finally, a cer-

tain degree of the excitation scattering within the nanostructured area and inside the cells may 

explain general PL enhancement taking place in the whole cell volume. Moreover, the use of 

a UV/violet filter selecting the exciting photons from the relatively large spectral range (λ= 

350-460nm) of a white lamp leads to a simultaneous photo-excitation of a wide absorptive 

part of the extinction spectra, provoking significant increase of the absorption cross-sections 

of numerous cell fluorescent agents as well as of the big number of the SiC QDs with various 

sizes. 

 In addition, the auto-fluorescence cell signal and PL of the SiC QDs incorporated in-

side the cells (detected in the spectral range λ>470nm) are strongly enhanced by near-field in-

teraction with the coupled dipole plasmon modes, as it is discussed in details in [84]. 

 

13.7. BIOSENSING BASED ON QUANTUM DOTS 
 

 Luminescent semiconductor QDs are a new class of nanomaterials whose specific 

photophysical properties are helping to create a unique generation of fluorescent biosensors . 

Due to the fact that the most common methods used for detection of biomolecules are based 

on fluorescence changes monitoring, the fluorescent probes have found wide-spread biosens-

ing applications in immunoassays, nucleic acid detection, ion detection, clinical and diagnos-

tic assays. Usually, in the presence of analyte the decrease of QDs fluorescence emission in-

tensity is observed. This relationship is schematically presented in Fig. 19. The linear 

relationship between QD fluorescence emission changes and analyte concentration commonly 

follows Stern– Volmer function. As the luminescence phenomena of QDs is very sensitive to 

the QD surface states, it was expected that the interactions between a given analyte and the 

QD surface will result in the changes in the efficiency of the core electron–hole recombina-

tion. 
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Fig. 19. General rule of analyte determination based on quantum dot fluorescence emission 

quenching. 

 
 

13.8 CONCLUSION 

 

This chapter focuses on the preparation of colloidal solutions of Si and SiC QDs by the meth-

od of electrochemical etching of bulk Si and 3C-SiC. It was shown that a broad size distribu-

tion of crystalline Si and SiC QDs are obtained. It is worth noting that the dimensions the di-

mensions of the Si QDs undergone filtering in colloidal solution vary discretely with a radius 

quantum equal to 0.12 nm. Existing of this quantum may correspond to step-like increasing of 

Si QDs radius on one new shell at the surface of Si QDs. The formed QDs show intense lumi-

nescent in visual region that is promising for fluorescent labeling of biomaterials. However, 

one of the major drawbacks of SiQDs for application for bioimaging is instability over time in 

water or buffer solutions. To overcome this drawback the several methods of surface func-



tionalization are proposed and discussed. From the other side, the SiC QDs are stable in water 

solutions and does not required supplementary surface functionalisation for bioimaging. A 

strong fluorescence from the SiC QDs, which undoubtedly penetrate into the cell, has been 

observed. The studying of health and cancer cells using SiC QDs show that simple  modifica-

tion of surface charge of QDs give strong opportunity to target the same QDs in intracellular 

space with their preferential localisation inside or outside the cell nucleus. Electrostatic inter-

action between QDs and positively charged chromatin gives platform to completely switch-

open penetration or it blocking corresponding to the surface charge of QDs that plays role of 

key to open/close nucleus membrane doors. These effects open wide perspectives for under-

standing and discovering nucleus transport mechanisms and give possibility for their bright 

imaging. Moreover, the uptake of QDs and its intra-nuclei concentration is strongly dependant 

on cell proliferation. 
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Chapter 14. Notubes. Fullerens and Carbon nanotubes. Graphene.  

 

 

14.1. Introduction 

Carbon is arguably the most fascinating element in the periodic table. It is the base for DNA 

and all life on Earth. Carbon can exist in several different forms. The most common form of carbon 

is graphite, which consists of stacked sheets of carbon with a hexagonal structure. Under high 

pressure diamond is formed, which is a metastable form of carbon.  

The discovery of fullerenes [1], carbon nanotubes and graphene initiated a new era in carbon 

chemistry. In addition to the two well-known allotropes, graphite and diamond, a large number of 

carbon structures were synthesized [2-8]. The fullerene molecule (primarily the most abundant 

fullerene, C60), the polymerized, and doped fullerenes will be first considered.  

A related quasi-one-dimensional form of carbon, carbon nanotubes, have been known for 

several decades [9] and the single walled nanotubes since 1993 [10, 11]. These can be formed from 

graphene sheets which are rolled up to form tubes, and their ends are half spherical in the same way 

as the fullerenes (Fig. 14.1.). The electronic and mechanical properties of metallic single walled 

nanotubes have many similarities with graphene.  

It was well known that graphite consists of hexagonal carbon sheets that are stacked on top 

of each other, but it was believed that a single sheet could not be produced in isolated form such 

that electrical measurements could be performed. It, therefore, came as a surprise to the physics 

community when in October 2004, Konstantin Novoselov, Andre Geim and their collaborators [12] 

showed that such a single layer could be isolated and transferred to another substrate and that 

electrical characterization could be done on a few such layers [13]. The single layer of carbon is 

what we call graphene. 
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Fig. 14.1. C60 fullerene molecules, carbon nanotubes, and graphite can all be thought of as being 

formed from graphene sheets, i.e. single layers of carbon atoms arranged in a honeycomb lattice 

[14]. 

 

14.2. Fullerens 

 

Conceptually, the new structures [2 – 8, 15] can be derived from graphene, an sp2-bonded 

honeycomb lattice of carbon atoms, which is the basic element in the structure of graphite [8]. 

Assume each carbon atom is connected to three neighbors, the bond lengths are fixed to be the 

same, but the bound angles are a bit variable. Fullerenes can be viewed as fully closed graphene 

sheets. The guiding principle is that each carbon atom is connected to three neighbors, and the bond 

angles must remain close to 120°. The perfect honeycomb lattice satisfies this requirement, as the 

building blocks are ideal hexagons. However, in order to get closed surfaces, one has to allow for an 

occasional pentagon in the structure, just as in the domes designed by the architect Buckminster 

Fuller (hence are the names of ‘‘fullerene’’ and ‘‘buckyball’’). There is a simple geometrical 

principle, Euler’s theorem, that connects the number of faces (f), vortices (v), and edges (e) of a 

closed three-dimensional polyhedron, f+v-e=2. If only hexagons and pentagons are allowed, one 

can easily prove that the number of pentagons is always 12. 

The smallest fullerene, C36, has the shape of a dodecahedron, with exactly 12 pentagons, and 

no hexagons. However, this molecule is very reactive [16], as the bond angles are quite stretched. If 

we look for surfaces where no two pentagons can be nearest neighbor we get the smallest and most 

abundant stable fullerene, C60 (Fig. 14.2). In this molecule the carbon nuclei reside on a sphere of 

about 0.7 nm diameter, with the electronic wavefunctions extending inside and outside by about 

0.15 nm. The diameter of the molecule is approximately 1.0 nm, and there is a 0.4-nm-diameter 

cavity inside. This molecule still has the same symmetry properties as the dodecahedron (described 

by the icosahedral symmetry group, Ih), and the symmetry is preserved even if not all bond lengths 

are exactly the same. In fact, in C60 the edges that separate two hexagonal faces are slightly shorter 

(0.140 nm) than the edges separating a pentagonal and a hexagonal face (0.146 nm). The chemical 

bond along the shorter edge is sometimes considered double bond, whereas the others are single 

bonds. Notice, however, the single bond distance in diamond is 0.154 nm (much longer than 0.146 

nm), and the typical double bond in molecules is 0.135 nm (much shorter than 0.140 nm). This 

already indicates that the simple bond picture does not work for C60, and the π electrons are, at least 

partially, delocalized. 
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Fig. 14.2. Four carbon structures, representing diamond, graphite, a typical fullerene (C60), and a 

typical nanotube (10,0 zigzag).  

 

The most abundant fullerene higher than C60 is C70. Its structure can be constructed by 

adding a ‘‘belt’’ of five hexagons in one of the equatorial planes of C60. Other fullerenes, such as 

C76, C78, C80, and up, have also been prepared and purified. The number of isomers increases 

rapidly with the increasing fullerene size, representing some difficulty for the determination of their 

structure (mainly by NMR measurements and theoretical calculations). It is interesting to note that 

one of the isomers of C80 has the exact shape of an icosahedron (there are also six other isomers 

with lower symmetry). 

Nanotubes with closed ends can be obtained by capping the open ends with a fullerene 

fragment of appropriate size and shape. For example, the (5,5) nanotube can be capped at the two 

ends with the two halves of a C60 molecule. Adding more ‘‘belts’’ of hexagons to C70 yields the 

same structure. In this sense the distinction between nanotubes and fullerenes is somewhat artificial. 

 

 

14.2.1. Synthesis of Fullerene 

Once synthesized in the laboratory, fullerenes were also discovered in common sooth and in 

natural minerals, but it is still more productive to make them in the laboratory. The most common 

way of preparing fullerenes and nanotubes is the arc discharge method. The typical apparatus [3] 

consists of a high current source (e.g., and arc welding machine) and a vacuum jar, where a partial 

pressure (about 100–200 Torr) of He is maintained. Inside the jar two carbon rods are brought into 

contact to form an arc. A constant distance should be maintained between the rods as the material is 

gradually converted into carbon sooth. In one version of the apparatus the weight of one of the 
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carbon rods maintains a loose contact between the rods. The sooth is collected from the inside 

surface of the jar, and from other parts. 

A more precisely controlled preparation method involves laser ablation of carbon [2, 17]. 

The graphite target is kept at high temperature (1200°C) in a furnace. A high power laser (typically 

a Nd:YAG laser operating at several hundred millijoules of power) is aimed at the target and 

produces a carbon plasma. A flow of inert gas carries the end products and deposits them in a colder 

part of the apparatus. 

In both cases the reaction products are mixtures of various fullerenes, nanotubes, and 

amorphous carbon, although by properly setting and controlling the preparation conditions the 

relative quantity of the end products can be influenced greatly. Nevertheless, the separation and 

purification of the components is a critical part of the process. Various organic solvents (such as 

toluene or tetrahydrofurane) can be used to dissolve fullerenes or disperse the nanotubes. High-

performance liquid chromatography (HPLC) is used to separate the different fractions. Once a solid 

phase is obtained fullerenes can be further purified by sublimation (e.g., C60 sublimes at 430°C). 

Smaller quantities of higher fullerenes can also be purified by gas-phase separation methods. 

A third approach, primarily used in the production of SWNTs, is based on chemical vapor 

deposition (CVD). This method involves a carefully prepared catalyst, and it can be used to grow 

large quantities of ordered nanotubes [18]. It is generally believed that SWNTs are more readily 

obtained if the reaction temperature is not too high. Note that in the arc discharge method the 

reaction happens at temperatures larger than 3000°C, whereas in CVD the temperature of the 

reaction can be kept below 1000°C.  

 

14.2.2. Molecular Properties 

The unsaturated nature of the sp2 bonds is responsible for several interesting properties of 

fullerenes and nanotubes. Functionalization (attaching other molecules with desirable properties) 

can be carried out easily. A pretty good description of the electronic properties can be obtained by 

assuming that three of the four valence electrons of each carbon are tied up in the three σ bonds, 

and by considering the behavior of the remaining one electron [7, 8]. We will focus on one of the 

fullerenes, C60.  

 

Electronic States in C60. C60 has 240 valence electrons, but each carbon atom has three 

sigma bonds to its neighbors, using up a total of 180 electrons for this purpose. The energy of these 

electrons is well below the Fermi surface. They stabilize the structure, but they will not contribute 

to the conduction. The remaining 60 electrons are distributed around the molecule on orbitals that 

originate from the (much less tight) carbon–carbon π orbitals. There are two important differences 
`` 



5 
 
between these orbitals and the π electrons of a graphene plane. First, the three bonds around a 

carbon atom in C60 (or in any other fullerene) do not make a plane. Whereas in graphene the 

electrons had equal probability of being ‘‘below’’ and ‘‘above’’ the plane, in fullerenes the π 

electrons tend to spend more time outside of the ball than inside. Second, in C60 the C–C bond 

lengths are not uniform, the π electrons are not truly delocalized around the six-member carbon 

rings (like in benzene or graphene), but they are distributed over 30 ‘‘bulges’’ of electronic orbits 

that stick out of the C60 molecule. A somewhat lower electron density belongs to the other 60 orbits 

connecting the carbon pairs with longer bond lengths. 

The first insight to the nature of the molecular orbitals can be obtained by borrowing ideas 

from the early days of nuclear physics, when the quantum mechanics of particles confined into a 

spherical potential well was first considered. In this case the states are still labeled by quantum 

numbers n, l, and m, just like in the hydrogen atom, but the peculiar degeneracy of the different 

angular momentum states, which characterizes the textbook treatment of the hydrogen atom, does 

not apply. In steep-walled potential well (like in a nucleus or in a C60 molecule) the lower l states 

will have lower energy. 

Let us consider 60, noninteracting electrons, confined to a sphere on a high n orbit with 

various l’s. The first two electrons will fill up l=0 state. Proceeding to higher l, one has to count the 

number of available states, N=2(2l+1) (where the first factor of 2 stands for spin). It is easy to see 

that by reaching l=4 altogether 50 electrons are consumed. The remaining 10 electrons will all go to 

the l=5 state. 

In reality the situation is much more complex. The potential does not have the spherical 

symmetry; each carbon atom creates its own potential well for the electrons. Nevertheless, a more 

exact treatment of the electrons (e.g., a Hu¨ckel molecular orbital calculation) shows that the above 

arguments work well for l=0,1,2,3,4. For higher energies the ‘‘spherical potential’’ approximation 

does not work anymore. In order to go any further we need to look at the energy splitting due to the 

true atomic potentials. In the real C60 l is not a good quantum number, and the electronic orbitals 

should be labeled according to the irreducible representations of the icosahedral symmetry group. 

The orbitals available for the remaining 10 electrons are, in the order of increasing energy, the hu, 

the f1u, and the f1g levels. The degeneracy of these levels (including spin) is 10, 6, and 6, 

respectively. The hu level is completely filled by the 10 remaining electrons, becoming the highest 

occupied molecular orbit (HOMO), and the f1u level becomes the lowest unoccupied molecular orbit 

(LUMO). The HOMO–LUMO gap is about 2 eV. 

The energy gap between the filled and empty electronic states causes the molecule to be 

nonreactive, and it accounts for the insulating nature of the C60 solid. The empty f1u level can hold 

six electrons, and a proper addition of electrons to the molecule (sometimes called ‘‘doping’’, in 
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analogy to adding electrons to a pure superconductor) should result in dramatic changes in the 

properties, including higher reactivity and metallic character. Two possible ways will be discussed 

here shortly: adding an atom inside the C60 cage (endohedral doping) and exchanging a carbon atom 

to another one (onsite doping; Fig. 14.3). The third (and most fruitful) method, exohedral doping, 

when the donor atom is placed in between the C60 molecules, will be considered later. 

 

 
Fig. 14.3. Endohedral and on-site doping of a C60 molecule. 

 

Endohedral C60 molecules can be prepared by a ‘‘brute-force’’ method, where ions of atoms 

are accelerated and implanted to the C60 cage [19]. The ions should have just enough energy to open 

up the cage and enter. The first collision should absorb and redistribute a good part of the initial 

kinetic energy so that the atom does not escape the cage. Endohedral molecules of M–C60 with 

M=N, P, Li, Ca, Na, K, Rb were produced this way in small quantities. A larger yield can be 

achieved by coevaporation [20] of the carbon and the metal is an arcdischarge chamber (typical for 

fullerene production). In this process mostly higher endohedral fullerenes, such as M–C82 (where M 

is a metal atom), can be extracted from the soot on a chromatographic column. 

Electron spin resonance spectroscopy (ESR) studies and detailed quantum chemical 

calculations show that the endohedral dopant atom does not always transfer its charge to the cage. If 

the dopant remains neutral, it stays in the center of the cage, like in N–C60 [21]. Compounds such as 

La–C60 are very interesting, as complete charge transfer from La to the C60 cage results in a triply 

charged molecule. 

On-ball doping has been achieved by replacing one carbon atom with a nitrogen atom 

obtaining C59N (azafullerenes) [22]. The replacement of N for C adds one extra electron to the cage, 

changes the structure locally, lowers the symmetry of the molecule, and splits the degeneracy of the 

electronic orbitals. Furthermore, this chemical substitution renders the molecule very reactive with a 

high electron affinity. At ambient temperature the C59N exists only in a dimerized phase. 
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14.2.3. Fullerene Solid 

The vast majority of research on the fullerene-based solids was done on C60. The molecule 

dissolves in various solvents. Crystallization from solution usually yields a structure that includes 

the solvent molecules [23]. However, sublimation in vacuum or inert gas atmosphere may yield 

pure C60 crystals of several millimeters or even centimeter size. In the solid form the centers of the 

fullerene molecules are ordered in a face-centered cubic (fcc) crystal lattice (Fig. 14.4). 

 

 
 

Fig. 14.4. A pure fullerene crystal, and the illustration of the structure of the fullerene solid [24]. 

 

At room temperature the fullerene molecules rapidly and randomly rotate between various 

orientations [25]. In time average the molecules look like spheres and all of the molecular sites are 

equivalent. (The well-defined molecular center and a nearly free molecular rotation are not a unique 

property of the fullerene molecule. It is characteristic to many organic solids, where the binding is 

due to van der Waals forces, and the molecule has ‘‘rounded’’ symmetric shape, like solid CH4 and 

CCl4.)  

The nearest neighbor C60–C60 distance corresponds to the diameter of the molecule. At room 

temperature the size of the cubic unit cell is 1.417 nm, and the nearest neighbor distance is 1.002 

nm. As the temperature is lowered, the rotation of the molecules stops. The center of the molecules 

remains in about the same place, but the incompatibility of the icosahedral molecular symmetry and 

the cubic lattice symmetry makes it impossible to describe the structure in terms of the simple fcc 

lattice, with one C60 molecule of fixed orientation each unit cell. The freezing of the rotational 

motion actually happens in two stages. First, at 261 K the rotational axis of each molecule becomes 

constrained. The building block of the new structure consists of four C60 molecules arranged at the 

vertices of a tetrahedron, with each one of them spinning around a different, but well-defined axis 

[26 - 29]. Then, at lower temperatures, the rotation around these axes slows down and stops 

gradually. Below about 90 K the molecules are entirely frozen, but they never order perfectly. 
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Doped Fullerenes.  The linear size of a fullerene molecule is 10 times larger than a typical 

atom. Even in a close-packed fcc structure, large empty spaces between the molecules are freely 

available for smaller atoms, ions, or molecules. Because of the unsaturated character of the C–C 

bonds on the fullerene, there are plenty of electronic states to accept electrons from appropriate 

donors. The combination of alkali and alkaline earth elements with fullerenes results in an unusual 

variety of AnC60 materials that are mostly near-stoichiometric (A can stand for Na, K, Rb, Cs Ca, 

Sr, and Ba). Organic and inorganic molecules were also used to produce charge transfer salts with 

fullerenes. The term ‘‘doped fullerene’’ is often used to describe the product (although in its 

original sense, ‘‘doping’’ means a small, nonstoichiometric amount of charge transfer, typically in a 

semiconductor). 

In the fcc structure the interstitial sites have either octahedral or tetrahedral symmetry. The 

tetrahedral sites are smaller, and there are twice as many of them as octahedral sites. A series of 

AnC60 (with n=0,1,2,3,4,6,10) materials are based on the original fcc structure of pure C60. Several 

other compounds are known where the C60 abandons the close-packed structure [30 - 35]. Two of 

these, the body-centered tetragonal A4C60 and the body-centered cubic A6C60, are illustrated in Fig. 

14.5. There is also a series of compounds with alkaline earth metals. Based on the simple electron 

band arguments, the HOMO level of the C60 can accept a total of six electrons. Anything less than 

that should result in a partially occupied electron band and lead to a metallic behavior in the solid 

state. Surprisingly, at room temperature and ambient pressure, only AC60, and A3C60 are metals 

[34].  

 

 
Fig. 14.5. The left most structure corresponds to A3C60, with A=K, Rb, Cs, (or a mixture of these). 

If the dopant is an alkaline-earth metal (denoted by B), the structure is B3C60. The A4C60 and A6C60 

structures shown here are known to exist with A=K, Rb, and Cs. 

 

Superconductivity and Magnetism in Fullerenes. A class of alkali-metal-doped fullerenes, 

with chemical composition A3C60, is metallic at room temperature [36] and turns into 

superconductor at low temperature [37]. The transition temperature is unusually large; for example, 
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in Rb3C60 it is 32 K [38]. In contrast to other exotic superconductors (such as the copper-oxide-

based high temperature superconductors) the superconductivity in fullerides is well understood in 

terms of the theory developed in the 1960s by Bardeen, Cooper, and Schrieffer (BCS). The 

formation of Cooper pairs (two electrons that are held together by some attractive force) is the key 

element of the BCS theory. In the A3C60 fullerides the conduction electrons are donated by the 

alkali metal atoms to the C60 molecules, the electrons easily hop between the molecules (because of 

the overlap of the molecular orbits), and the attractive interaction is mediated by the deformation of 

the molecule induced by the presence of the electron. 

When C60 is combined with the strong electron acceptor tetrakis(diethylamino)ethylene 

(TDAE) each fullerene molecule loses an electron. It was expected that this material will also be a 

metal, and perhaps a superconductor, too. Instead, it turned out to be an insulator, but when it was 

cooled to low temperature a strong magnetism was detected. (TDAE)C60 is a ferromagnetic 

compound with a Curie temperature of 16 K [39, 40]. It is very rare to find ferromagnetic behavior 

with no transition metal (such as iron or nickel) in the chemical formula. (TDAE)C60 held the 

record of being the highest temperature truly organic ferromagnet. 

 

Polymerization of Fullerenes. The ability of the C60 molecule to form covalently bonded 

polymers was first noticed in laser-irradiated thin films of C60 [41]. The polymerization happens in 

a Diels–Alder-type (2+2) cycloaddition reaction when the double bonds on two fullerenes are 

broken up and cross links are formed. This reaction has a large activation energy, and at room 

temperature it is extremely slow. It is believed that (2+2) cycloaddition also occurs in high-

pressure/high-temperature polymerization of fullerenes [42]. Some of these high pressure 

synthesized disordered polymers are very attractive for applications, as they can exhibit mechanical 

properties stronger than diamond. 

In doped fullerenes polymerization can happen without exposing the material to light, high 

temperature, or pressure. The best known examples are KC60 and RbC60, where the fullerene 

molecules form linear chain structures (Fig. 14.6). The formation of these chains happens 

spontaneously as the material is cooled slightly below room temperature [43]. There are dramatic 

changes in the electrical conductivity and in the other properties; most notably the material becomes 

stable in air (otherwise all alkali-doped fullerene compounds decompose rapidly in air). This is a 

reversible transition, and the material turns back to the monomeric form if the temperature is raised. 

A slightly different polymer is formed in Na4C60. In this compound, sheets of C60 molecules are 

formed so that there is a single bond between the nearest neighbors. 
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Fig. 14. 6. The low-temperature structure of RbC60. The polymerized C60 chains are quite visible.  

 

 

14.3. Carbon Nanotubes 

 

14.3.1. Molecular structure 

 

If a long strip of graphene is cut out and bent into a cylinder, so that loose carbon bonds 

match up, we get a nanotube. The matching carbon atoms can be labeled by a chiral vector Ch. This 

vector is represented by two basic vectors (a1 and a2) and by two integers (n1 and n2); Ch=n1a1+n2a2 

(Fig. 14.7). Accordingly, the structure of every nanotube is unambiguously characterized by the Ch 

vector; in a shorthand notation Ch = (n1, n2), so that n1≥n2. Based on the patterns visible on the 

nanotube they may be called ‘‘zigzag’’ (for n2=0; Fig. 14.2), ‘‘armchair’’ (for n1=n2), or ‘‘chiral’’ 

(for any other, see, for example, Fig. 14.7). The diameter of the nanotube is given by d = (a/π) 

[3(n1
2 +n1n2+n2

2)]1/2, where a=0.144 nm is the carbon–carbon distance. There is no upper limit on 

the size of the nanotube, although at large diameter the structure becomes very soft (except for 

multiwalled nanotubes (MWNT)). For small diameter the carbon–carbon bonds are more strained, 

and the thinnest stable nanotube corresponds to Ch=(5,5) (Fig. 14.8). 
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Fig. 14.7. Schematic illustration of deriving a nanotube structure from graphene. The unit vectors a1 

and a2, and the chiral vector Ch are indicated in the first panel. Bending the graphene strip results in 

the nanotube shown in the last panel.  

 

 
Fig. 14.8. Scanning tunneling microscope image of a nanotube. The peaks correspond to individual 

carbon atoms; the chirality of the structure is quite visible [44]. 

 

The nanotubes derived from a single graphene strip are called single-walled nanotubes 

(SWNT) [5, 6]. If a set of subsequently smaller diameter nanotubes are stacked like concentric 

cylinders, a MWNT is obtained (Fig. 14.9). The distance between the carbon layers in an MWNT is 

about the same as the distance between the graphene layers in graphite. MWNTs are produced more 

commonly, and the very first report of nanotubes by Iijima was about MWNTs [4].  

 
Fig. 14.9. Multiwalled nanotubes (MWNT). 

 

Nanotubes generally have a length to diameter ratio of about 1000 so they can be considered 

as nearly one-dimensional structures. More detailed, a SWNT consists of two separate regions with 

different physical and chemical properties. The first is the sidewall of the tube and the second is the 

end cap of the tube. The end cap structure is similar to or derived from a smaller fullerene, such as 

C60. 
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C-atoms placed in hexagons and pentagons form the end cap structures. It can be easily 

derived from Euler’s theorem that twelve pentagons are needed in order to obtain a closed cage 

structure which consists of only pentagons and hexagons. The combination of a pentagon and five 

surrounding hexagons results in the desired curvature of the surface to enclose a volume. A second 

rule is the isolated pentagon rule that states that the distance between pentagons on the fullerene 

shell is maximised in order to obtain a minimal local curvature and surface stress, resulting in a 

more stable structure. The smallest stable structure that can be made this way is C60 the one just 

larger is C70 and so on. Another property is that all fullerenes are composed of an even number of 

C-atoms because adding one hexagon to an existing structure means adding two C-atoms. 

The other structure of which a SWNT is composed is a cylinder. It is generated when a 

graphene sheet of a certain size that is wrapped in a certain direction. As the result is cylinder 

symmetric we can only roll in a discreet set of directions in order to form a closed cylinder (Fig. 

14.7). Two atoms in the graphene sheet are chosen, one of which servers the role as origin. The 

sheet is rolled until the two atoms coincide. The vector pointing from the first atom towards the 

other is called the chiral vector and its length is equal to the circumference of the nanotube (Fig. 

14.10). The direction of the nanotube axis is perpendicular to the chiral vector. SWNTs with 

different chiral vectors have dissimilar properties such as optical activity, mechanical strength and 

electrical conductivity. 

 

 

Fig. 14.10. Some SWNTs with different chiralities. The difference in structure is easily shown at 

the open end of the tubes: a) armchair structure, b) zigzag structure, c) chiral structure. 

 

 

A nanotube rope [17] is a parallel arrangement of SWNTs in a crystalline order, as shown in 

Fig. 14.11. The rope is held together by weak van der Waals forces (just like graphite), but it is 

extremely strong along the long the direction. SWNT strands as long as a few centimeters have 

been produced [45]. 
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Fig. 14.11. Cross-sectional view of a nanotube rope.  

 

After ideal structures without flaws, we discuss the possible desirable or undesirable defects. 

Deformations, such as bends and nanotube junctions, are introduced by replacing a hexagon with a 

heptagon or pentagon. Deformations can be inward or outward and, among others, electrical 

properties are seriously changed by these deformations. Another class of defects is caused by 

impurities that are built in during or after the nanotube growth process; Compounds that can be 

incorporated into the structure are for example catalyst particles. 

Multi Walled Nanotubes (MWNT) can be considered as a collection of concentric SWNTs 

with different diameters. The length and diameter of these structures differ a lot from those of 

SWNTs and, of course, their properties are also very different (Fig. 14.12). In Fig. 14.12 carbon 

cones are also shown. It can be considered as a gradual transition from a large diameter to a 

smaller one without defects in the wall of the cone but with fewer pentagons in the end cap. 
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Fig. 14.12. Different structures of MWNTs. Top-left: cross-section of a MWNT the different walls 

are obvious, they are separated by 0.34nm. Rotation around the symmetry axis gives us the MWNT. 

Top-right: Symmetrical or non-symmetrical cone shaped end caps of MWNTs. Bottom-left: A 

SWNT with a diameter of 1.2nm and a bundle of SWNTs covered with amorphous carbon. Bottom-

right: A MWNT with defects. In point P a pentagon defect and in point H a heptagon defect [46]. 

 

Introduction of defects can also result in various new structures such as Y-branches T-

branches or SWNT junctions (Fig. 14.13). Under certain circumstances, these defects can be 

introduced in a ‘controlled’ way. These defects result in special structures that will have other, but 

even more interesting, properties than their original forms.  

 

 
Fig. 14.13. Left: A Y-branch, the defects are marked in blue. Right: A transition from a metallic to a 

semiconducting SWNT. The change is made by insertion of pentagons and heptagons. 

 

A final type of interesting structures is the so-called peapods, carbon nanotubes with C60 

molecules enclosed in the nanotube. 

 

 

14.3.2. Synthesis of CNT 

Carbon nanotubes are generally produced by three main techniques, arc discharge, laser 

ablation and chemical vapour deposition. Scientists are researching more economic ways to produce 

these structures. In arc discharge, a vapour is created by an arc discharge between two carbon 

electrodes with or without catalyst. Nanotubes self-assemble from the resulting carbon vapour. In 

the laser ablation technique, a high-power laser beam impinges on a volume of carbon –containing 

feedstock gas (methane or carbon monoxide). At the moment, laser ablation produces a small 

amount of clean nanotubes, whereas arc discharge methods generally produce large quantities of 

impure material. In general, chemical vapour deposition (CVD) results in MWNTs or poor quality 
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SWNTs. The SWNTs produced with CVD have a large diameter range, which can be poorly 

controlled. But on the other hand, this method is very easy to scale up, what favours commercial 

production. 

 

Growth mechanism. The way in which nanotubes are formed is not exactly known. The 

growth mechanism is still a subject of controversy, and more than one mechanism might be 

operative during the formation of CNTs. One of the mechanisms consists out of three steps. First a 

precursor to the formation of nanotubes and fullerenes, C2, is formed on the surface of the metal 

catalyst particle. From this metastable carbide particle, a rodlike carbon is formed rapidly. Secondly 

there is a slow graphitisation of its wall. This mechanism is based on in-situ TEM observations (Fig. 

14.14) [47]. 

The exact atmospheric conditions depend on the technique used later on these will be 

explained for each technique as they are specific for a technique. The actual growth of the nanotube 

seems to be the same for all techniques mentioned. 

 
Fig. 14.14. Visualisation of a possible carbon nanotube growth mechanism. 

 

There are several theories on the exact growth mechanism for nanotubes. One theory [48] 

postulates that metal catalyst particles are floating or are supported on graphite or another substrate. 

It presumes that the catalyst particles are spherical or pear-shaped, in which case the deposition will 

take place on only one half of the surface (this is the lower curvature side for the pear shaped 

particles). The carbon diffuses along the concentration gradient and precipitates on the opposite 

half, around and below the bisecting diameter. However, it does not precipitate from the apex of the 

hemisphere, which accounts for the hollow core that is characteristic of these filaments. For 

supported metals, filaments can form either by ‘extrusion (also known as base growth)’ in which the 
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nanotube grows upwards from the metal particles that remain attached to the substrate, or the 

particles detach and move at the head of the growing nanotube, labelled ‘tip-growth’. Depending on 

the size of the catalyst particles, SWNT or MWNT are grown. In arc discharge, if no catalyst is 

present in the graphite, MWNT will be grown on the C2-particles that are formed in the plasma. 

 

Arc discharge. The carbon arc discharge method, initially used for producing C60 fullerenes, 

is the most common and perhaps easiest way to produce carbon nanotubes as it is rather simple to 

undertake. However, it is a technique that produces a mixture of components and requires 

separating nanotubes from the soot and the catalytic metals present in the crude product. 

This method creates nanotubes through arc-vaporisation of two carbon rods placed end to 

end, separated by approximately 1 mm, in an enclosure that is usually filled with inert gas (helium, 

argon) at low pressure (between 50 and 700 mbar). Recent investigations have shown that it is also 

possible to create nanotubes with the arc method in liquid nitrogen [49]. A direct current of 50 to 

100 A driven by approximately 20 V creates a high temperature discharge between the two 

electrodes. The discharge vaporises one of the carbon rods and forms a small rod shaped deposit on 

the other rod. Producing nanotubes in high yield depends on the uniformity of the plasma arc and 

the temperature of the deposit form on the carbon electrode [50]. 

Insight in the growth mechanism is increasing and measurements have shown that different 

diameter distributions have been found depending on the mixture of helium and argon. These 

mixtures have different diffusions coefficients and thermal conductivities. These properties affect 

the speed with which the carbon and catalyst molecules diffuse and cool, affecting nanotube 

diameter in the arc process. This implies that single-layer tubules nucleate and grow on metal 

particles in different sizes depending on the quenching rate in the plasma and it suggests that 

temperature and carbon and metal catalyst densities affect the diameter distribution of nanotubes 

[50]. 

Depending on the exact technique, it is possible to selectively grow SWNTs or MWNTs, 

which is shown in Fig. 14.15. Two distinct methods of synthesis can be performed with the arc 

discharge apparatus. 
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Fig. 14.15. Experimental set-up of an arc discharge apparatus. 

 

Synthesis of SWNT. If SWNTs are preferable, the anode has to be doped with metal catalyst, 

such as Fe, Co, Ni, Y or Mo. A lot of elements and mixtures of elements have been tested by 

various authors [51] and it is noted that the results vary a lot, even though they use the same 

elements. This is not surprising as experimental conditions differ. The quantity and quality of the 

nanotubes obtained depend on various parameters such as the metal concentration, inert gas 

pressure, kind of gas, the current and system geometry. Usually the diameter is in the range of 1.2 to 

1.4 nm. A couple of ways to improve the process of arc discharge are stated below. 

The most common problems with SWNT synthesis are that the product contains a lot of 

metal catalyst, SWNTs have defects and purification is hard to perform. On the other hand, an 

advantage is that the diameter can slightly be controlled by changing thermal transfer and diffusion, 

and hence condensation of atomic carbon and metals between the plasma and the vicinity of the 

cathode can control nanotube diameter in the arc process. This was shown in an experiment in 

which different mixtures of inert gases were used [52]. It appeared that argon, with a lower thermal 

conductivity and diffusion coefficient, gave SWNTs with a smaller diameter of approximately 1.2 

nm. A linear fit of the average nanotube diameter showed a 0.2 nm diameter decrease per 10 % 

increase in argon helium ratio, when nickel/yttrium was used (C/Ni/Y was 94.8:4.2:1) as catalyst. 

A second way of control is plasma control by changing the anode to cathode distance 

(ACD). The ACD is adjusted in order to obtain strong visible vortices around the cathode. This 

enhances anode vaporisation, which improves nanotubes formation. Combined with controlling the 

argon-helium mixture, one can simultaneously control the macroscopic and microscopic parameters 

of the nanotubes formed. With a nickel and yttrium catalyst (C/Ni/Y is 94.8:4.2:1) the optimum 
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nanotube yield was found at a pressure of 660 mbar for pure helium and 100 mbar for pure argon. 

The nanotube diameter ranges from 1.27 to 1.37 nanometre. 

Knowing that chemical vapour deposition (CVD) could give SWNTs with a diameter of 

0.6–1.2 nm, researchers tried the same catalyst as used in CVD on arc discharge. Not all of the 

catalysts used appeared to result in nanotubes for both methods. But there seemed to be a 

correlation of diameter of SWNTs synthesised by CVD and arc discharge As a result, the diameter 

can be controllably lowered to a range of 0.6-1.2 nm with arc-discharge. Using a mixture of Co and 

Mo in high concentrations as catalyst resulted in this result. These diameters are considerably 

smaller than 1.2-1.4 nm [51], which is the usual size gained from arcdischarge. 

There is also progress in developing methods to improve the oxidation resistance of the 

SWNTs, which is a consequence of the defects present in nanotubes. A strong oxidation resistance 

is needed for the nanotubes if they have to be used for applications such as field emission displays. 

Recent research has indicated that a modified arc-discharge method using a bowl-like cathode (see 

Fig. 14.16), decreases the defects and gives cleaner nanotubes, and thus improves the oxidation 

resistance [53]. The Raman spectrum of the newly synthesised nanotubes shows that the nanotubes 

formed are cleaner and less defective compared with those synthesised by conventional methods. 

The anode rod contained Ni and Y catalyst (C /Ni/Y is 94.8:4.2:1). No information is given about 

the diameter size. 

 

 
Fig. 14.16.  Schematic drawings of the electrode set-ups for (a) the conventional and (b) the new arc 

discharge electrodes. 

 

The researchers discovered that it was possible to form MWNTs in open air [54]. A welding 

arc torch was operated in open air and the process was shielded with an argon gas flow. The anode 

and cathode were made of graphite containing Ni and Y (Ni/Y is 4.2:1 at. %). This method was 

modified for preparing SWNTs [55]. A plate target made of graphite containing metal catalyst Ni 

and Y (Ni/Y is 3.6:0.8 at. per cent), was fixed at the sidewall of a water–cooled, steel based 

electrode. The torch arc aimed at the edge of the target and the soot was deposited on the substrate 
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behind the target (see Fig. 14.17). The arc was operated at a direct current of 100 A and shielding 

argon gas flowed through the torch, enhancing the arc jet formation beyond the target. In the soot, 

carbon nanohorns (CNHs) and bundles of SWNT with an average diameter of 1.32 nm were found. 

However, the yield was much lower than for the conventional low-pressure arc discharge method. 

There are two reasons for this fact. At first, because of the open air, the lighter soot will escape into 

the atmosphere. Secondly, the carbon vapour might be oxidised and emitted as carbon dioxide gas. 

In order to improve the yield in this method, contrivances for collecting soot and development of an 

appropriate target are required. This method promises to be convenient and inexpensive once the 

conditions for higher yield are optimised. With a Ni/Y catalyst (Ni/Y is 3.6:0.8), SWNT bundles 

and CNHs are formed. In this case the SWNTs have a diameter of approximately 1.32 nm [55]. 

 

 
Fig. 14.17. Experimental set-up of the torch arc method in open air. 

 

Synthesis of MWNT. If both electrodes are graphite, the main product will be MWNTs. But 

next to MWNTs a lot of side products are formed such as fullerenes, amorphous carbon, and some 

graphite sheets. Purifying the MWNTs, means loss of structure and disorders the walls. However 

scientist are developing ways to gain pure MWNTs in a large-scale process without purification. 

Typical sizes for MWNTs are an inner diameter of 1-3 nm and an outer diameter of approximately 

10 nm. Because no catalyst is involved in this process, there is no need for a heavy acidic 

purification step. This means, the MWNT, can be synthesised with a low amount of defects. 

A first, possibly economical route to highly crystalline MWNTs is the arc-discharge method 

in liquid nitrogen [49], with this route mass production is also possible (Fig. 14.18). For this option 

low pressures and expensive inert gasses are not needed. The content of the MWNTs can be as high 

as 70 % of the reaction product. Analysis with Auger spectroscopy revealed that no nitrogen was 

incorporated in the MWNTs. There is a strong possibility that SWNTs can be produced with the 

same apparatus under different conditions. 
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Fig. 14.18. Schematic drawings of the arc discharge apparatus in liquid nitrogen. 

 

Synthesis of MWNTs in a magnetic field [56] gives defect-free and high purity MWNTs that 

can be applied as nanosized electric wires for device fabrication. In this case, the arc discharge 

synthesis was controlled by a magnetic field around the arc plasma. Extremely pure graphite rods 

(purity > 99.999 %) were used as electrodes. Highly pure MWNTs (purity > 95 %) were obtained 

without further purification, which disorders walls of MWNTs. 

A second possibly economical route to mass production of MWNTs is synthesis by plasma 

rotating arc discharge technique (Fig. 14.19) [57]. The centrifugal force caused by the rotation 

generates turbulence and accelerates the carbon vapour perpendicular to the anode. In addition, the 

rotation distributes the micro discharges uniformly and generates a stable plasma. Consequently, it 

increases the plasma volume and raises the plasma temperature. At a rotation speed of 5000 rpm a 

yield of 60 % was found at a formation temperature of 1025 °C without the use of a catalyst. The 

yield increases up to 90% after purification if the rotation speed is increased and the temperature is 

enlarged to 1150 °C. The diameter size was not mentioned in this publication. 

 
Fig. 14.19. Schematic diagram of plasma rotating electrode system. 

 

Laser ablation. In 1995, Smalley's group [58] at Rice University reported the synthesis of 

carbon nanotubes by laser vaporisation. The laser vaporisation apparatus used by Smalley's group is 

shown in Fig. 14.20. A pulsed [59, 60], or continuous [61, 62] laser is used to vaporise a graphite 

target in an oven at 1200 °C. The main difference between continuous and pulsed laser, is that the 
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pulsed laser demands a much higher light intensity (100 kW/cm2 compared with 12 kW/cm2). The 

oven is filled with helium or argon gas in order to keep the pressure at 500 Torr. A very hot vapour 

plume forms, then expands and cools rapidly. As the vaporised species cool, small carbon 

molecules and atoms quickly condense to form larger clusters, possibly including fullerenes. The 

catalysts also begin to condense, but more slowly at first, and attach to carbon clusters and prevent 

their closing into cage structures [63]. Catalysts may even open cage structures when they attach to 

them. From these initial clusters, tubular molecules grow into single-wall carbon nanotubes until the 

catalyst particles become too large, or until conditions have cooled sufficiently that carbon no 

longer can diffuse through or over the surface of the catalyst particles. It is also possible that the 

particles become that much coated with a carbon layer that they cannot absorb more and the 

nanotube stops growing. The SWNTs formed in this case are bundled together by van der Waals 

forces [63]. 

There are some striking, but not exact similarities, in the comparison of the spectral emission 

of excited species in laser ablation of a composite graphite target with that of laser-irradiated C60 

vapour. This suggests that fullerenes are also produced by laser ablation of catalyst-filled graphite, 

as is the case when no catalysts are included in the target. However, subsequent laser pulses excite 

fullerenes to emit C2 that adsorbs on catalyst particles and feeds SWNT growth. However, there is 

insufficient evidence to conclude this with certainty. 

Laser ablation is almost similar to arc discharge, since the optimum background gas and 

catalyst mix is the same as in the arc discharge process. This might be due to very similar reaction 

conditions needed, and the reactions probably occur with the same mechanism. 

 
Fig. 14.20. Schematic drawings of a laser ablation apparatus. 

 

SWNT versus MWNT. The condensates obtained by laser ablation are contaminated with 

carbon nanotubes and carbon nanoparticles. In the case of pure graphite electrodes, MWNTs would 

be synthesised, but uniform SWNTs could be synthesised if a mixture of graphite with Co, Ni, Fe or 
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Y was used instead of pure graphite. SWNTs synthesised this way exist as 'ropes' (Fig. 14.21) [61, 

63]. Laser vaporisation results in a higher yield for SWNT synthesis and the nanotubes have better 

properties and a narrower size distribution than SWNTs produced by arc-discharge. Nanotubes 

produced by laser ablation are purer (up to about 90 % purity) than those produced in the arc 

discharge process. The Ni/Y mixture catalyst (Ni/Y is 4.2/1) gave the best yield. The size of the 

SWNTs ranges from 1-2 nm, for example the Ni/Co catalyst with a pulsed laser at 1470 °C gives 

SWNTs with a diameter of 1.3-1.4 nm26. In case of a continuous laser at 1200 °C and Ni/Y catalyst 

(Ni/Y is 2:0.5 at. %), SWNTs with an average diameter of 1.4 nm were formed with 20-30 % yield, 

see Fig. 14.21 [61]. 

 

 
Fig. 14.21. TEM images of a bundle of SWNTs catalysed by Ni/Y (2:0.5 at. %) mixture, produced 

with a continuous laser. 

 

 

Chemical vapour deposition. Chemical vapour deposition (CVD) synthesis is achieved by 

putting a carbon source in the gas phase and using an energy source, such as a plasma or a 

resistively heated coil, to transfer energy to a gaseous carbon molecule. Commonly used gaseous 

carbon sources include methane, carbon monoxide and acetylene. The energy source is used to 

“crack” the molecule into reactive atomic carbon. Then, the carbon diffuses towards the substrate, 

which is heated and coated with a catalyst (usually a first row transition metal such as Ni, Fe or Co) 

where it will bind. Carbon nanotubes will be formed if the proper parameters are maintained. 

Excellent alignment [64], as well as positional control on nanometer scale [65], can be achieved by 

using CVD. Control over the diameter, as well as the growth rate of the nanotubes can also be 

maintained. The appropriate metal catalyst can preferentially grow single rather than multi-walled 

nanotubes [48].  
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CVD carbon nanotube synthesis is essentially a two-step process consisting of a catalyst 

preparation step followed by the actual synthesis of the nanotube. The catalyst is generally prepared 

by sputtering a transition metal onto a substrate and then using either chemical etching or thermal 

annealing to induce catalyst particle nucleation. Thermal annealing results in cluster formation on 

the substrate, from which the nanotubes will grow. Ammonia may be used as the etchant [60 - 63]. 

The temperatures for the synthesis of nanotubes by CVD are generally within the 650–900 oC range 

[64 - 67]. Typical yields for CVD are approximately 30%. 

These are the basic principles of the CVD process. In the last decennia, different techniques 

for the carbon nanotubes synthesis with CVD have been developed, such as plasma enhanced CVD, 

thermal chemical CVD, alcohol catalytic CVD, vapour phase growth, aero gel-supported CVD and 

laser assisted CVD.  

Plasma enhanced chemical vapour deposition. The plasma enhanced CVD method 

generates a glow discharge in a chamber or a reaction furnace by a high frequency voltage applied 

to both electrodes. Figure 14.22 shows a schematic diagram of a typical plasma CVD apparatus 

with a parallel plate electrode structure. 

 
Fig. 14.22. Schematic diagram of plasma CVD apparatus. 

 

A substrate is placed on the grounded electrode. In order to form a uniform film, the reaction 

gas is supplied from the opposite plate. Catalytic metal, such as Fe, Ni and Co are used on for 

example a Si, SiO2, or glass substrate using thermal CVD or sputtering. After nanoscopic fine metal 

particles are formed, carbon nanotubes will be grown on the metal particles on the substrate by 

glow discharge generated from high frequency power. A carbon containing reaction gas, such as 

C2H2, CH4, C2H4, C2H6, CO is supplied to the chamber during the discharge [68]. 

The catalyst has a strong effect on the nanotube diameter, growth rate, wall thickness, 

morphology and microstructure. Ni seems to be the most suitable pure-metal catalyst for the growth 

of aligned multiwalled carbon nanotubes (MWNTs) [69]. The diameter of the MWNTs is 
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approximately 15 nm. The highest yield of carbon nanotubes achieved was about 50% and was 

obtained at relatively low temperatures (below 330 °C) [68]. 

Thermal chemical vapour deposition. In this method Fe, Ni, Co or an alloy of the three 

catalytic metals is initially deposited on a substrate. After the substrate is etched in a diluted HF 

solution with distilled water, the specimen is placed in a quartz boat. The boat is positioned in a 

CVD reaction furnace, and nanometre-sized catalytic metal particles are formed after an additional 

etching of the catalytic metal film using NH3 gas at a temperature of 750 to 1050°C. As carbon 

nanotubes are grown on these fine catalytic metal particles in CVD synthesis, forming these fine 

catalytic metal particles is the most important process. Figure 14.23 shows a schematic diagram of 

thermal CVD apparatus in the synthesis of carbon nanotubes. 

 

 
Fig. 14.23. Schematic diagram of thermal CVD apparatus. 

 

When growing carbon nanotubes on a Fe catalytic film by thermal CVD, the diameter range 

of the carbon nanotubes depends on the thickness of the catalytic film. By using a thickness of 13 

nm, the diameter distribution lies between 30 and 40 nm. When a thickness of 27 nm is used, the 

diameter range is between 100 and 200 nm. The carbon nanotubes formed are multiwalled [70]. 

 

Flame synthesis. This method is based on the synthesis of SWNTs in a controlled flame 

environment, that produces the temperature, forms the carbon atoms from the inexpensive 

hydrocarbon fuels and forms small aerosol metal catalyst islands [71 - 73]. SWNTs are grown on 

these metal islands in the same manner as in laser ablation and arc discharge. 

These metal catalyst islands can be made in three ways. The metal catalyst (cobalt) can 

either be coated on a mesh [71], on which metal islands resembling droplets were formed by 

physical vapour deposition. These small islands become aerosol after exposure to a flame. The 

second way [73], is to create aerosol small metal particles by burning a filter paper that is rinsed 
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with a metal-ion (e.g. iron nitrate) solution. The third way is the thermal evaporating technique in 

which metal powder (e.g. Fe or Ni) is inserted in a trough and heated [72]. 

In a controlled way a fuel gas is partially burned to gain the right temperature of ~800 °C 

and the carbon atoms for SWNT production. On the small metal particles the SWNTs are than 

formed (Fig. 14.24). As optimisation parameters the fuel gas composition, catalyst, catalyst carrier 

surface and temperature can be controlled [71].  

 

 
Fig. 14.24. Meshes on which the metal catalyst is coated, used in flame synthesis. 

 

In Table 14.1, a short summary of the three most common CNT obtaining techniques used 

nowadays is given. 

 

 

Table 14.1. A summary of the major CNT production methods and their efficiency. 

 
Method 

 

Arc discharge method Chemical vapour 

deposition 

Laser ablation 

(vaporization) 

 

Who 

 

Ebbesen and Ajayan, NEC, 

Japan 1992 15 

 

Endo, Shinshu University, 

Nagano, Japan 53 

 

Smalley, Rice, 199514 

 

How 

 

Connect two graphite rods 

to a power supply, place 

them a few millimetres 

apart, and throw the switch. 

At 100 amps, carbon 

vaporises and forms a hot 

plasma. 

Place substrate in oven, 

heat to 600 °C, and slowly 

add a carbon-bearing gas 

such as methane. As gas 

decomposes it frees up 

carbon atoms, which 

recombine in the form of 

NTs 

 

Blast graphite with intense 

laser pulses; use the laser 

pulses rather than 

electricity to generate 

carbon gas from which the 

NTs form; try various 

conditions until hit on one 

that produces prodigious 

amounts of SWNTs  

Typical yield 30 to 90% 20 to 100 % Up to 70% 
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SWNT Short tubes with diameters 

of 0.6 - 1.4 nm 

 

Long tubes with diameters 

ranging from 0.6-4 nm 

 

Long bundles of tubes (5-

20 microns), with 

individual diameter from 1-

2 nm.  

MWNT Short tubes with inner 

diameter of 1-3 nm and 

outer diameter of 

approximately 10 nm  

Long tubes with diameter 

ranging from 10-240 nm  

Not very much interest in 

this technique, as it is too 

expensive, but MWNT 

synthesis is possible.  

Pro 

 

Can easily produce SWNT, 

MWNTs. SWNTs have few 

structural defects; MWNTs 

without catalyst, not too 

expensive, open air 

synthesis possible 

Easiest to scale up to 

industrial production; long 

length, simple process, 

SWNT diameter 

controllable, quite pure  

Primarily SWNTs, with 

good diameter control and 

few defects. The reaction 

product is quite pure 

Con 

 

Tubes tend to be short with 

random sizes and 

directions; often needs a lot 

of purification  

NTs are usually MWNTs 

and often riddled with 

defects  

Costly technique, because it 

requires expensive lasers 

and high power 

requirement, but is 

improving 

 

 

14.3.3. Electrical Conduction in Nanotubes 

Depending on their chiral vector, carbon nanotubes with a small diameter are either semi-

conducting or metallic. The differences in conducting properties are caused by the molecular 

structure that results in a different band structure and thus a different band gap. The differences in 

conductivity can easily be derived from the graphene sheet properties [74]. It was shown that a 

(n,m) nanotube is metallic as accounts that: n=m or (n-m) = 3i, where i is an integer and n and m are 

defining the nanotube. The resistance to conduction is determined by quantum mechanical aspects 

and was proved to be independent of the nanotube length [75, 76].  

In order to understand the electrical properties of a nanotube, we first have to look at a single 

graphene sheet. Graphene is on the borderline of being metallic: the band structure calculation 

results in a ‘‘zero-gap semiconductor’’ behavior [77]. Fig. 14.25 shows an illustration of the 

electron energy as a function of the two-dimensional wave vector. The Brillouin zone of graphene is 

a hexagon, and the allowed electronic states (wave vectors) correspond to the points inside the 

hexagon; the electronic bands reach the Fermi level at the six corners of the hexagon. Therefore the 

Fermi ‘‘surface’’ consists of six points, as indicated in the two panels in Fig. 14.26. (In graphite the 

influence of the neighboring layers causes the bands to cross the Fermi level, and there will be finite 

Fermi surface, yielding a semimetallic behavior.) 
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Fig. 14.25. Schematic representation of the energy bands in graphene. The possible electron states 

are constrained in a hexagon in the base plane. The lower band is full, the upper band is empty. The 

energy of the electrons is zero (equal to the Fermi energy) at the six corners of the hexagon.  

 

 
Fig. 14.26. The six corners of the hexagon correspond to electronic states available for conduction. 

The lines represent the allowed electronic states in a zigzag and an armchair nanotube.  
 

By bending the graphene sheet into a nanotube the most drastic change will be the constraint 

introduced due to the periodic boundary condition along the circumference of the cylinder. 

Accordingly, in the direction perpendicular to the tube axis the allowed wave vectors will be 

constrained to lines. The larger the diameter of the nanotube the more dense are the lines. Naturally, 

for a very large diameter nanotube the allowed wave vectors are just about the same as for the 

graphite, and the properties are also similar. However, for smaller diameters the constraint is really 

important. As shown in the two panels of Fig. 14.26, the relative orientation of the lines 

corresponding to the allowed states is sensitive to the actual structure of the nanotube [8, 78]. For 

armchair nanotubes one of the lines always intersects the corner of the hexagon, therefore these 

nanotubes are metallic; for the zigzag structure it is possible that the lines miss the corners, and in 

those cases the nanotube is semiconducting. By carrying out this analysis in more detail, we obtain 

that a nanotube is metallic if the integers in the chiral vector describing the structure Ch=(n1,n2) 

satisfy n1-n2=3j, where j is an arbitrary integer. More detailed calculations, taking into account the 
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curvature of the graphene sheet, lead to the conclusion that for n1=n2 (armchair) the nanotubes are 

metallic, for n1-n2=3j there is a tiny gap at the Fermi surface, and for all other cases the gap is large. 

Much progress has been made in the experimental test of these predictions [79]. One prefers 

to work with a SWNT, because for a MWNT it is unlikely that all of the component nanotubes are 

of the same type (metal or semiconductor). The first conductance measurements were done on a 

nanotube rope, a collection of similar SWNTs. Several single SWNTs of various chirality have been 

tested later. The measurements largely support the conclusions drawn above. For the complete 

interpretation of the experimental results one needs to step beyond the simple theory of bulk metals: 

the electrical leads to the nanotube must be treated as tunneling contacts. The resonance between 

higher quantum levels and the Coulomb repulsion of electrons on the nanotube play important roles 

[80, 81]. 

Electronic property measurements of single SWNTs. Studying the electronic properties of 

SWNTs, scientists have been able to calculate models for energy bands and Density of States 

(DOS) in single walled carbon nanotubes. If these models have to be experimentally confirmed, a 

way has to be found in which atomic structures and electron densities can be visualised. Scanning 

Tunnelling Microscopy (STM) can do this job as it can display atomic structures as well as measure 

the DOS. 

As is shown in Fig. 14.27 and Fig. 14.28A, chirality can clearly be determined from STM 

measurements. Combining this fact with the ability to measure electronic properties allows studying 

the effect of nanotube chirality on electronic properties. The spectroscopic image (Fig. 14.28B) 

shows the density of states as measured by a STM. As these two images show, this technique can 

also be used to determine properties of intra-molecular SWNT junctions. In addition, it can also be 

used for measuring influence of symmetry, defects, and doping, electronic contacts and so on. 

 

 
Fig. 14.27. STM image of a SWNT. The chirality can be determined easily. 
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Fig. 14.28. A) STM atomic resolved image of Intra Molecular Junction of SWNT. B) STM image 

measurement representing the Density of States corresponding to lines in A [82]. 

 

 

14.3.4. Potential Applications of CNTs 

 

Energy storage. Graphite, carbonaceous materials and carbon fibre electrodes are commonly 

used in fuel cells, batteries and other electrochemical applications. Advantages of considering 

nanotubes for energy storage are their small dimensions, smooth surface topology and perfect 

surface specificity. The efficiency of fuel cells is determined by the electron transfer rate at the 

carbon electrodes, which is the fastest on nanotubes following ideal Nernstian behaviour [76].  

Two elements that can be electrochemically stored in CNTs are hydrogen and 

lithium. Hydrogen can also be stored in CNTs by gas phase intercalation. Three units are 

commonly used to describe the hydrogen and lithium contents of storage materials with: 

1. [H/C] ([Li/C]) as the ratio of hydrogen (lithium) atoms per atom of storage 

material, in this case carbon; 

2. [wt%] as the ratio of the mass of hydrogen (lithium) to the mass of storage 

material (the gravimetric density); 
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3. [kgH2m-3] as the ratio of the mass of molecular hydrogen to the volume of storage 

material (volumetric density) [83]. 

 

Electrochemical storage of hydrogen. There are two methods to store hydrogen atoms 

reversibly in CNTs. One method is called gas phase intercalation and it is explained in section 5.3. 

The second method described in this section is based on a electrochemical charge-discharge 

process, in which the hydrogen absorption is controlled by the potential [84]. 

The hydrogen storage capacity of the CNT samples is analysed by means of electrochemical 

galvanostatic measurement in a 6 M KOH electrolyte. There are commonly three electrodes in the 

setup: (i) a work electrode (negative), often made of a mixture of gold or nickel with the nanotube 

material pressed into a pellet, (ii) a reference electrode (Hg/HgO/OH-) and (iii) a counter electrode, 

usually made of nickel. In Fig. 14.29, the reference electrode is left out. Instead, a polymer 

separator separates the working and the counter electrode. 

 

 
Fig. 14.29. A schematic diagram of a charge-discharge cycling apparatus [84]. 

 

During the charging process, the water in the electrolyte dissociates at the work electrode. 

The adsorbed atomic hydrogen may be absorbed or intercalate in the electrode or recombine at the 

surface to molecular hydrogen and diffuse into the electrode or form gas bubbles at the surface of 

the electrode. During the discharge process, the hydrogen in the electrode recombines with the OH- 

ions in the electrolyte to form water molecules. The amount of hydrogen desorbed from the 

electrode can therefore be measured by measuring the electric charge, which is equal to the product 

of current and time in a galvanostatic setup [85]. 

The following equation gives the reaction in the working electrode: 
reduction 
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CNT + xH2O+ xe-          ↔           CNT + xH+ + xOH-   (14.1) 
oxidation 

The reaction at the counter electrode, in the case of a Ni-electrode is given by: 
reduction 

   Ni(OH)2          ↔           NiOOH + H+ + e-   (14.2) 
oxidation 

When measuring the electrochemical hydrogen storage capacity of a CNT sample, a double-layer 

capacitance is measured too. This effect has to be taken into account when looking at the 

experimental results of the capacity measurements. 

Measurement methods are charge-discharge measurements, cyclic voltammetry, constant 

current measurements, electrochemical impedance measurements and chrono amperometry. The 

charge/discharge experiments are commonly performed at a constant current. During the discharge, 

the cell resistance leads to an overpotential. With cyclic voltammetry, different voltages are applied 

at a certain sweep rate and the current is measured. From the thus obtained oxidation and reduction 

peaks it can be speculated if the hydrogen adsorption is due to the CNTs or not. With chrono 

amperometry the current behaviour is studied after applying a voltage step. From impedance 

spectra, performed by applying sinusoidal voltage over a certain frequency range, a ‘complex’ 

resistance of the CNT-sample can be calculated. These spectra commonly consist of two semicircles 

and a slope, similar to a metal hydride [86, 87]. The smaller semicircle in the high frequency region 

is probably due to the double-layer capacitance. The semicircle in the low frequency region is 

attributed to an electrochemical reaction. These spectra of CNTs decorated with metallic nickel as a 

function of cycling have been studied and found that the smaller semicircle hardly changed upon 

cycling, while the larger semicircle remarkably increased, indicating an increase in surface reaction 

resistance upon cycling [86]. 

Several experiments have been performed in this research area with often differing 

conclusions. It has been demonstrated that SWNTs could electrochemically store hydrogen, in 

which SWNT soot containing a few percent of 0.7 – 1.2 nm diameter SWNTs was mixed with gold 

as a compacting powder (to stabilise the electrodes) in a 1:4 ratio to form electrodes. Gold was used 

because it is noble and does not participate in any electrochemical reaction. In the nanotubes-

sample, nickel, iron and C60 were present too. Pure samples of both nickel and iron did not hydride 

during cycling and C60 only showed a low capacity of 14 mAh/g. For the nanotubes-sample they 

found a maximum capacity of 110 mAh/g, indicating that the nanotubes are responsible for the 

hydrogen uptake. This result corresponds to ~0.39 wt% hydrogen. Note that 1 Ah/g corresponds to 

3.54 wt% hydrogen stored in carbon. Only slight capacity loss was observed after many cycles [88, 

89]. 
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The electrochemical hydrogen storage behaviour of ropes of aligned SWNTs (up to 100 mm 

in length and 50 mm in diameter) with a large sample quantity of 200 mg (with a purity in the range 

60-70%) at 298 K under normal atmosphere has been investigated [90]. The work electrode was 

made without compacting powder by pressing the sample to a sheet of nickel foam. With a constant 

current density of 25 mA/g, the plateau of the discharge potential was observed around –0.6 V (vs 

Hg/HgO) and a discharge capacity of 503 mAh/g was obtained, corresponding to a hydrogen 

storage capacity of 1.84 wt% in SWNTs. They observed the same maximum discharge capacity for 

three different samples, so the results appeared reproducible. After 100 cycles the electrode still 

retained 80% of the maximal capacity. The loss is believed to be due to the mechanical instability of 

the electrode. The investigators explain the higher capacity (in comparison to the 110 mAh/g 

obtained in work [89]) as due to the purity and larger mean diameter of the SWNTs (1.72 nm, 

resulting in larger micropores). Furthermore, no compacting powder was used, resulting in a higher 

percentage of SWNTs in unit volume in the work electrode [90]. 

The electrochemical hydrogen storage behaviours of CNTs grown by chemical vapour 

deposition (CVD), arc-discharge (AD) and laser ablation (LA) have been compared [91]. The latter 

were purified (90 wt%). The charge capacities of the electrodes remained unchanged with 

increasing cycle number, but the reversible capacity behaviour decreased with cycling. The samples 

with the LA grown CNTs stored the highest amount of hydrogen, 1.6 wt% (corresponding to 400 

mAh/g), which was 16 times that of CVD and AD grown CNTs. During purification, besides the 

elimination of metals and amorphous carbon, CNTs may separate partially from their bundles, 

resulting in an increase in active sites for hydrogen storage for the LA grown CNTs. They also 

investigated the charge-discharge behaviours for Li-, Na- and K-doped sample electrodes. Each 

sample obtained a higher hydrogen capacity. The Li-doped CVD electrode showed a unique 

discharge behaviour during cycling. With increasing cycle number, the sample showed a large 

capacity reversibility. The investigators concluded from cyclic voltammetric measurements that the 

high hydrogen storage capacity of the alkali metal-doped CNTs originated from an increase in 

hydrogen adsorption sites. This is suggested to be due to the introducing of the metals in the CNT 

bundles and separation of tubes, but not from their chemical effect [91]. 

Several nanotubes samples at room temperature, fabricated of a mixture of 10 mg of SWNT 

material with 90 mg of gold powder to form a mechanically stable and conducting electrode have 

been investigated [89]. Fig. 14.30 shows the charge-discharge equilibrium curves measured with the 

SWNT/gold electrode. The shape of the curves is different than the shape of an equilibrium curve 

for a metal hydride, in which there is a wide plateau due to a phase transition occurring at a specific 

potential. In nanotubes, there are no well-defined interstitial sites and no phase transition is 

expected [89]. 
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Fig. 14.30. Equilibrium charge-discharge curves of an electrode of SWNTs with gold as compacting 

powder (full circle: charge; open circle: discharge). The shape of the curve is different form that for 

metal hydrides where a plateau occurs [89]. 

 

A few SWNT samples showed hydrogen storage capacities in the range of 0.7-0.9 wt%. The 

fact that this reaction was reversible is a good indication that the measured capacity is due to 

hydrogen storage. An additional discharge from the oxidation of impurities in the nanotubes would 

not necessarily be reversible. The electrochemically measured discharge capacity at 293 K of the 

nanotube samples correlated with the surface area. The linear relationship is shown in Fig. 14.31. 

Note that only the round markers in the graph represent the surface area of CNT-samples, the fitted 

line corresponds to this data (the data from gas phase experiments, indicated by triangular markers, 

are not included in this fit). The line intercepts the axis at the origin and the slope is 1.5 wt%/1000 

m2/g. Theoretically, the maximum specific surface area is 2630 m2g-1. From this, they extrapolated 

a maximum discharge capacity of 2 wt% [85]. 

 

 
Fig. 14.31. Desorbed amount of hydrogen versus the surface area (round markers, corresponding to 

the electrochemical experiments) of several CNT samples with a linear fit (corresponding to the 

data of the round markers). The triangular markers correspond to gas phase experiments [85]. 
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Less encouraging results have been obtained in work [92] where the accumulation of 

hydrogen by the electrochemical decomposition of aqueous alkaline medium on a negatively 

polarised carbon electrode under ambient conditions has been investigated. For several SWNTs the 

reversible hydrogen storage capacity never exceeded 0.5 wt%. They compared several published 

data and found no systematic relationship between the indicated purity and the maximum discharge 

capacity, suggesting that SWNTs are probably not responsible for the values of sorption observed. 

Their final conclusion is that hydrogen storage capacity of SWNTs under a high pressure at room 

temperature is negligible [92]. 

 

Gas phase intercalation of hydrogen. SWNTs may be used as miniaturised chemical 

sensors. On exposure to environments, which contain NO2, NH3 or O2, the electrical resistance 

changes. 

Gas phase intercalation of hydrogen in CNTs concerns the adsorption of H2, called 

physisorption instead of chemisorption (involving H+ and chemical bonds). This adsorption of H2 

(other gases are possible too) on the surface of CNTs is a consequence of the field force at the 

surface of the solid, called the adsorbent, which attracts the molecules of the gas or vapour, called 

adsorbate. The forces of attraction emanating from a solid can be either physical (Van der Waals) or 

chemical (thus chemisorption, involving the electrochemical storage of hydrogen). This section is 

about the storage due to the physical forces. 

Carbon nanotubes have attracted considerable interest due to several reports of high 

hydrogen storage capacities at room temperatures, even higher than the goals set for vehicular 

storage by the Department of Energy (being an H2-storage capacity of 6.5 wt% and 62 kg H2/m3). 

However, conflicting reports indicate that room temperature storage capacities do not exceed ~ 0 

wt%. Reporting capacities range from 0 to 60 wt%. Several reports on hydrogen storage exist, 

which can be divided according to their results. The most important results found are: 

1. Hydrogen storage with a H/C ratio larger than 2, thought to be incorrect (> 14 wt%). For 

example, a storage capacity of 67 wt% in GNFs is reported, but this seems highly irrational because 

this corresponds to an average of about 24 hydrogen atoms for each carbon atom; 

2. Hydrogen storage consistent with expectations based on findings for activated and other, 

conventional high-surface area carbons (0 -2 wt%); 

3. Hydrogen storage results are in the intermediate range and are not obviously incorrect (2-

14 wt%). 

There are several possibilities for the hydrogen to be stored in the CNT samples. For 

hydrogen storage in closed CNTs the structure has two possible sites: inside the tubes and in the 
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interstitial sites between the tubes array (Fig. 14.32). In case of a long SWNT closed with fullerene-

like end caps, the hydrogen can only get access to the tube interior via the hexagons of the graphite-

like tube wall. An opened tube with removed caps gives an easier access for the hydrogen 

molecules to the tube. Typically, the tubes are very long and therefore a good diffusivity of the 

hydrogen inside the tube will be required in order to fill the whole tube volume. Cutting the rope in 

shorter pieces may therefore help to improve hydrogen storage and its kinetics [93]. 

 
Fig. 14.32. Schematic representation showing potential sites for hydrogen adsorption within a 

nanotubes - bundle: (left) hydrogen atoms occupying the interstitial spaces between the tubes, and 

(right) hydrogen atoms inside the tube interior [94]. 

 

Mainly, three different techniques are applied to study the hydrogen storage in solids: (1) the 

volumetric method, (2) the gravimetric method and (3) thermal desorption spectroscopy. 

(1) The volumetric method measures the pressure drop owing to hydrogen adsorption after 

applying a hydrogen pressure to the specimen, contained in a constant volume. Similarly the 

pressure increase due to desorption can be measured. For good accuracy and reliable results, this 

method requires typically specimen masses of 500 mg or higher. Leakage or temperature instability 

of the apparatus may give rise to large experimental errors. The advantage of this technique is that 

both adsorption and desorption can be measured. 

(2) The gravimetric method measures the weight change of the specimen due to absorption 

or desorption of hydrogen. A high accuracy can be achieved even at sample masses of 10 mg. 

However, this technique is sensitive to all gasses adsorbed or desorbed since it is only based on 

weighing.  

(3) Thermal desorption spectroscopy (TDS) measures only the hydrogen desorption in high 

vacuum utilising mass spectrometry. This method is selective and highly sensitive, which can be 

improved by using deuterium-loaded specimens. In this case no disturbing background from water 

or other hydrogen containing adsorbents occurs [93]. 
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None of the experimental results have been confirmed by independent research groups. 

Obtaining activated CNT hydrogen storage materials with highly reproducible adsorption capacities 

has not yet been achieved. A possible reason is that hydrogen storage is only optimised for a very 

specific and narrow distribution of CNTs of distinct types and diameters. Although theoretical 

calculations predict that a range of 4-14 wt% hydrogen adsorption in carbon nanotubes is possible, 

they do not clearly distinguish between chemisorption and physisorption. Chemisorption (the 

covalent bonding of hydrogen) would require a high temperature and high activation energy for 

hydrogen release, whereas any practical fuel cell application would require low adsorption and 

desorption energies [94]. 

SWNTs are highly promising for H2 adsorption, even at room temperature [96]. They 

measured the H2 storage capacity of SWNTs synthesised by a hydrogen arc discharge method, with 

a relatively large sample quantity (about 500 mg) at ambient temperature under a modestly high 

pressure, which was soaked in hydrochloric acid and then heat-treated in vacuum. A H2 uptake of 

4.2 wt%, which corresponds to a H/C atom ratio of 0.52, was obtained by these SWNTs with an 

estimated purity of 50 to 60 wt%. Also, 78.3 % of the adsorbed hydrogen (3.3 wt%) could be 

released under ambient pressure at room temperature, while the release of the residual stored 

hydrogen (0.9 wt%) required some heating of the sample. Furthermore, they found that after four 

cycles of adsorption/desorption, the H2 uptake capacity of the SWNTs remained unchanged and that 

less than 1 wt% could be stored at pressures lower than 5 MPa. The researchers argued that this 

relatively high H2 adsorption capacity of their SWNTs could be related to their larger mean 

diameter of 1.85 ± 0.05 nm, while typical SWNT diameters are in the range of 1.2 to 1.4 nm [95]. 

Careful work at NREL (National Renewable Energy Laboratory) indicates a maximum 

capacity for adsorption of hydrogen on SWNTs is ~8 wt%. Samples displaying this maximum value 

were prepared by sonicating purified SWNTs in a dilute nitric acid solution with a high-energy 

probe. In this process SWNTs are cut into shorter segments and this introduces a Ti6Al4V alloy due 

to the disintegration of the ultrasonic probe. The hydrogen adsorption on many of the NREL 

samples can be explained fully by adsorption on the incorporated alloy. However, one-half of the 

samples show capacities that are too high to be explained by the presence of the alloy alone. 

Assuming that the alloy in the SWNT sample behaved like the pure probe-generated alloy sample 

of Ti-6AI-4V, the hydrogen uptake on the SWNT fraction still reached ~ 8 wt%. Cross-calibration 

of the experimental apparatuses with three different standards establish the validity of the 

measurements, and repeated measurements on a given sample yield reproducible results, but 

nominally similar sample preparation procedures do not repeatedly produce samples that exhibit the 

same hydrogen storage capacities. A possible explanation is that the degree of tube cutting, and 

how, where and in what form the metal particles are incorporated can vary dramatically even if 
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identical sonication parameters are employed. Earlier, they found that the desorption of hydrogen 

fitted first order kinetics and the activation energy for desorption was measured to be 19.6 kJ/mol. 

Also, adsorption measurements on samples having differing distributions indicate a link between 

SWNT size and type and hydrogen capacity. More recently, they developed a controlled dry cutting 

technique that does not employ ultrasonication (and so does not simultaneously incorporate a metal 

hydride alloy). Transmission electron microscopy analyses and Raman spectroscopy showed that 

significant cutting occurred without extensive damage to the SWNTs. 

 

 

Electrochemical supercapacitors. Supercapacitors have a high capacitance and potentially 

applicable in electronic devices. Typically, they are comprised two electrodes separated by an 

insulating material that is ionically conducting in electrochemical devices. The capacity of an 

electrochemical supercap inversely depends on the separation between the charge on the electrode 

and the counter charge in the electrolyte. Because this separation is about a nanometre for 

nanotubes in electrodes, very large capacities result from the high nanotube surface area accessible 

to the electrolyte. In this way, a large amount of charge injection occurs if only a small voltage is 

applied. This charge injection is used for energy storage in nanotube supercapacitors [96]. 

Generally speaking, there is most interest in the double-layer supercapacitors and redox 

supercapacitors with different charge-storage modes. 

In the future, supercapacitors might become an excellent means of certain kinds of energy 

storage. These electrochemical capacitors have a long durability (over 106 cycles), don’t suffer from 

short circuit conditions, have a complete discharge and possess a high power density. Loading of a 

supercap can be performed at high current densities, which decreases the loading time needed. 

However, their energy density is lower than for conventional batteries, which is a possible 

drawback for possible applications. Typical electrochemical accumulators, in which compounds 

only take place in redox reactions, cannot fulfil these good characteristics that electrochemical 

capacitors have. Supercapacitors have already been applied in small-scale energy storage devices, 

such as in memory backup devices. Now the capability of supercapacitors with a high power 

density is increasing, potential applications extend to hybrid battery/supercapacitor systems [97]. 

Carbon in general, and especially nanotubes, form an attractive material for electrochemical 

applications as they have a large active surface area. In addition, carbon is a relatively cheap, low 

density, environmentally friendly and highly polarisable material which makes application even 

more attractive [98]. 

At first this section deals with basic processes in supercapacitors. Then, the determination of 

supercapacitor properties is explained briefly. Thereafter, supercapacitors based on CNTs are 
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investigated after which attention is given to the modification of CNTs in supercapacitors to 

improve their properties. 

The basic principle of energy storage in a supercapacitor is based on creating a charge-

separated state in an electrochemical double layer (Fig. 14.33). In this case, energy storage is based 

on the separation of charges in the double layer across the electrode/electrolyte interface. The 

positive electrode is electron deficient whereas the negative electrode contains a surplus of 

electrons. The energy (W) stored in a capacitor as a function of the voltage applied (U) and the 

capacity (C) is equal to: 

     (14.3) 

 

 
Fig. 14.33. Scheme of an electrochemical capacitor. 

 

The electrodes of a supercapacitor must be electrochemically stable, which is the case for 

chemically unmodified carbon. The decomposition voltage of the electrolyte determines the 

maximum operating voltage of a supercapacitor. For the generation of high voltages, aprotic 

electrolytes with a decomposition range between 3 and 5 V should be used. However, these liquids 

only have a fraction of the conductivity that water has. In addition, the use of an aprotic electrolyte 

has technological, economical and safety barriers [98]. The final electrolyte choice depends on the 

demanded specific power and energy values. 

Electrochemical capacitors based on carbon are of two different types depending on the type 

of energy storage. The first type is the electrical double layer capacitor (EDLC) where only a pure 

electrostatic attraction between ions and the charged surface of an electrode takes place. The second 

type is a supercapacitor (SC), which is additionally based on faradaic supercapacitance reactions. 

The total capacitance C is determined by the series capacitances of the anode (CA) and cathode (CC) 

according to the equation [98]:  

    (14.4) 
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In the EDLC, the contact between the electrode surface and the electrolyte plays an important role 

and determines the amount of charge stored. The capacitance C is proportional to the surface area S 

and the permitivity ε of the electrolyte and reciprocally dependent on the distance of charge 

separation: 

.
d
SC ε

=     (14.5) 

In practice, the surface area determined by gas adsorption differs from the active surface area 

available for charged species. When ions are solvated by water molecules, their mean diameter is 

approximately 15Å. This explains the need for a relatively large pore size of the electrode material 

for good interaction of ions with the electrode. Thermal treatment of the electrodes results in 

significant alteration of the pore size distribution and thus to enhanced interaction [2]. Increasing 

the capacitance values 10 to 100 times is possible by using pseudocapacitance effects. These 

depend on the surface functionality of carbon and/or on the presence of electro-active species [98]. 

As said before, in supercapacitors faradaic reactions similar to processes in accumulators 

occur. Pseudocapacitances arise when the charge q, required for the progression of an electrode 

process, is a continuously changing function of potential U. These pseudocapacitance effects, for 

example electrosorption of H or metal ad-atoms and redox reactions of electroactive species, 

strongly depended on the chemical affinity of carbon materials to the ions sorbed on the electrode 

surface [98]. 

An ideal double layer capacitance results in ideally rectangular shaped cyclovoltammetry 

diagrams. This phenomenon is ideal if the current density is independent of the potential applied 

and if this effect is purely electrostatic of nature. Due to redox peaks, pseudocapacitances result in 

deviations from this ideal shape as is shown in Fig. 14.34. 

ECDL capacitors can be represented in an equivalent electrical circuit as is shown in Fig. 

14.35. This circuit consists of a capacitance C, a parallel resistance RF which is responsible for the 

self-discharge, an inductance L and an equivalent series resistance RS that models the internal 

resistance. A maximum value of C and a minimum value of RS result in a high value for the power 

density and energy value. 
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Fig. 14.34. Typical charge/discharge voltammetry characteristics of an electrochemical capacitor 

[98]. 

 

The time constant for the charging and discharging cycles is equal to RS C, while the self-discharge 

time constant is equal to RFC. In order to minimise self-discharge the value for RF should be as 

large as possible. 

 
Fig.14.35. Equivalent circuit for a real ECDL capacitor. 

 

Determination of supercapacitor properties. Key techniques to determine capacities are 

cyclic voltammetry, galvanostatic charge/discharge, external resistor discharge and impedance 

spectroscopy. Each technique reveals other specific information about the capacitor performance. 

Usually, a three-electrode set-up is used for material characterisation. In the resistor discharge 

method, the time needed to completely discharge through a certain resistor is measured. The term 

“impedance spectroscopy” implies the dependence of impedance, or a kind of ‘generalised’ 

resistance (V / I), on a certain frequency. This frequency is that of the power source used. For 

various reasons, the current might have a phase delay with regard to the voltage. Both this phase 

difference as the magnitude of the impedance (Z) play a key role in determining electrochemical 

mechanisms and electrode characteristics. In impedance spectroscopy, these parameters are 

determined as a the logarithm of the angular frequency (log(w)). 

Periodic processes, such as those in impedance spectroscopy, can be described in terms of 

real and imaginary parts of the parameters investigated. These complex plots, also called Cole-Cole 
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plots, provide information about key parameters such as internal resistances and the kinetics of 

different processes. 

 

Modification of CNTs. Carbon nanotubes have been proposed as electrodes for 

supercapacitors. Different values of capacitance mainly depend on the kind and purity of the 

samples. For purified nanotubes specific capacitance varies from 5 to 80 F/g. Pure carbon nanotubes 

have a moderate surface area (120 to 400 m2/g) because of their highly mesoporous character. The 

more graphitised nanotubes show smaller values of capacitance. However, presence of defects 

causes an increase of ability for accumulation of charges [99]. 

There is a great difference in capacitance between SWNTs and MWNTs. However, the 

many different ways of producing the nanotubes also create differences in capacitance values. This 

can be seen in Table 14.2. Surface groups noticeably enhance the measured capacitance value, as is 

the case with MWNTsCo/700°C modified by HNO3. 

 

Table 14.2. Specific capacitances of differently produced carbon nanotubes in F/g [100]. 

 

 SWNTs 

Rice 

SWNTs Rice, 

1650°C 

MWNTs, 

templ/800°C 

MWNTs, 

Co/700°C 

MWNTs, 

Co/900°C 

MWNTs, 

Co/700°C, 

mod. HNO3 

6 mol/l KOH 40 18 36 80 62 137 

 

To increase the capacitance of nanotubes it is possible to increase the electrode surface area 

or to increase the pseudocapacitance effects obtained by addition of special oxides or electrically 

conducting polymers (ECP) like polypyrrole (PPy). The ECPs have the advantage of lower costs 

compared to oxides. Another advantage is that the pseudocapacitance effects of ECPs are quite 

stable [101]. 

Charging of the electrical double layer proceeds mainly in the micropores. These micropores 

are just limited present in the pure CNTs. So, we have to modify them to get mesopores as well as 

micropores. This is possible by activation of the nanotubes by KOH. The exact mechanism of this 

activation by KOH is not clear yet. Both activation and coating increases the capacitance of the 

nanotubes [102, 103]. 

The mesoporous character of as-produced nanotubes essentially determines their 

electrochemical properties. For charging of the double layer a developed surface area is needed, 

thus the presence of micropores is necessary. With chemical activation of pure MWNTs by KOH, 

microporosity is introduced (Fig. 14.36). This KOH activation is performed in [102] at 800 °C 

under argon flow. The KOH:C weight ratio is 4:1 during the entire process. Afterwards, the samples 
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are washed with demineralised water. Specific surface area is measured by nitrogen adsorption at 

77 K after the samples are outgassed at 350 °C for 24 hours until pressure reaches 10-6 mbar. The 

electrodes are prepared in the form of pellets with 85 wt% nanotubular material, 5 wt% acetylene 

black and 10 wt% polyvinylidene fluoride. The mass of the electrodes varies from 4 to 8 mg. Three 

different types of electrolytic solutions are used: aqueous 6 M KOH, aqueous 1 M H2SO4 and 

organic 1.4 M TEABF4 in acetonitrile. Two different types of MWNTs are used. One type is 

obtained by decomposition of acetylene at 700 °C on cobalt (12.5 %) supported on silica 

(A/CoSi700). The other type is prepared by decomposition of acetylene at 600 °C on Co particles 

from a solid solution of cobalt oxide and magnesium oxide (A/CoxMg1-xO). The values of 

capacitance are estimated by voltammetry, galvanostatic charge/discharge cycling and impedance 

spectroscopy. 

 

 

Fig.14.36. SEM images of 

normal CNTs (a) and activated 

CNTs (b) [103]. 

 

The specific surface of 

the A/CoSi700 nanotubes 

increased from 430 to 1035 

m2/g and the micropore volume 

changed from nearly zero to 

0.47 cm3/g after activation. For 

A/CoxMg1-xO nanotubes the 

specific surface area increased 

from 220 to 885 m2/g and the micropore volume increased to 0.40 cm3/g from almost zero. These 

are significant changes. For the latter type an additional effect is that the tips are opened by KOH 

activation. Microporosity is now enhanced by activation, but the mesoporous character is still 

present because of the entanglement and presence of a central canal. The results of the capacitances 

of the different nanotubes in three different electrolytes are given in Table 14.3. The capacitances 

for the unactivated nanotubes are between 10 and 15 F/g. The values of capacitance were estimated 

by voltammetry with a scan rate of potential from 1 to 10 mV/s and galvanostatic charge/discharge 

cycling from 0 to 0.6 V or higher voltage limitation until 1.2 V. 
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Table 14.3. Capacitances of the activated MWNTs. The unactivated nanotubes show capacitances 

between 10 and 15 F/g. The surface area of the activated and unactivated nanotubes is also given. 

 

Electrolyte A/CoSi700 A/CoxMg1-xO 

 activated activated 

1 M H2SO4 95 F/g 85 F/g 

6 M KOH - 90 F/g 

1.4 M TEABF4 65 F/g 65 F/g 

 not act. act. not act. act. 

Surface area (m2/g) 430 1035 220 885 

 

The modification of carbon material by a specific additive providing quick pseudo-

capacitance redox reactions is another way to enhance capacitance. This is possible with metal 

oxides, but in this case the addition of ECP is used. ECP itself has a capacitance of about 90 F/g. 

Pseudocapacitance effects of ECP are relatively stable. If we coat a nanotube with, for instance, 

polypyrrole we take the profit of the good electronic conducting properties and keep the advantage 

of ionic conductivity in the opened mesoporous network of the nanotube. These are perfect 

conditions for a supercapacitor. 

Five nanotube samples have been taken in [101], all of them made in a different way and 

measured the capacitance of them with and without a layer of PPy coated on the surface. The 

specific surface area of the nanotube materials was measured by nitrogen adsorption at 77 K. The 

chemical polymerisation of pyrrole on the nanotubes was performed with ammonium persulfate as 

an oxidant. The thickness of the PPy layer was about 5 nm. Electrodes were either from bucky 

paper or pellets of a mixture of MWNTs (85 wt%), acetylene black (5 wt%) and polyvinylidene 

fluoride (10 wt%). The aqueous electrolyte was 1 M H2SO4. The results of capacitance 

measurements on the different nanotubes are given in Table 14.4. It can be concluded that the 

nanotubes with electrochemically deposited polypyrrole give much higher values of capacitance 

than the untreated samples. This proofs that the properties of both materials are used in a nice way. 

In Fig. 14.37 the difference in voltammograms of Hyperion with and without coating can be seen. 
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Fig. 14.37. Potentiodynamics characteristics (2 mV/s) of a capacitor assembled in 1 M H2SO4 from 

Hyperion nanotubes without PPy (left) and with PPy (right). Mass of each electrode was 3.5 mg 

[100]. 

 

Striking is the effect with the coated nanotubes of the type P/800Al. In this case it might be 

expected that a thin PPy film also covers the inner core which is also accessible for the electrolyte. 

A couple of the capacitors have been cycled over 2000 cycles and the charge loss never exceeded 

20%. So, coating of the nanotubes with polypyrrole seems a nice way to enhance capacitance and 

efficiency for a long durability. 

 

Table 14.4. Capacitance values (F/g) of the nanotubular material in acidic medium (1 M H2SO4) 

with and without PPy [101]. 

 

Kind of nanotubes C (F/g) without PPy C (F/g) with PPy 

A/CoSi700 65 141 

Hyperion 78 146 

P/800Al 5 123 

Pyrograf III 16 130 

A/C0NaY600 50 163 

 

 

Field emitting devices.  If a solid is subjected to a sufficiently high electric field, electrons 

near the Fermi level can be extracted from the solid by tunnelling through the surface potential 

barrier. This emission current depends on the strength of the local electric field at the emission 

surface and its work function (which denotes the energy necessary to extract an electron from its 

highest bounded state into the vacuum level). The applied electric field must be very high in order 

to extract an electron. This condition is fulfilled for carbon nanotubes, because their elongated 

shape ensures very large field amplification [76]. 
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For technological applications, the emissive material should have a low threshold emission 

field and large stability at high current density. Furthermore, an ideal emitter is required to have a 

nanometer size diameter, a structural integrity, a high electrical conductivity, a small energy spread 

and a large chemical stability. Carbon nanotubes possess all these properties. However, a bottleneck 

in the use of nanotubes for applications is the dependence of the conductivity and emission stability 

of the nanotubes on the fabrication process and synthesis conditions [104]. 

Examples of potential applications for nanotubes as field emitting devices are flat panel 

displays, gas discharge tubes in telecom networks, electron guns for electron microscopes, AFM 

tips and microwave amplifiers. 

 

Fabrication of CNT electron field emitters. Before we go into field emitting properties we 

have to discuss the different production techniques. Two different kinds of electron sources can be 

made from CNTs, single and multiple electron beam devices. For example single beam as a electron 

bundle in an electron microscope and multiple beam in a flat panel display (Fig. 14.38). 

     
Fig. 14.38. Vertically aligned CNTs.  

 

Single nanotube emitters.  

- Single MWNT emission source: 

Individual MWNTs can be mounted on an etched wire under an optical microscope with two, 

independently moving, 3-axis micromanipulators. The individual nanotubes stick to the tip only by 

van der Waals forces or by applying a bit of conductive adhesive to the tip. Because of the too low 

resolution of an optical microscope SEM isnecessary to observe the single MWNT. 

- SWNT emission from raw material: 

It is more difficult to obtain a single SWNT from ropes or unpurified material, so a macroscopic 

fragment of raw material is picked up with a pair of tweezers and attached to a tungsten tip so you 
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actually have many emitters but for measurements one can use a probe hole in the counter electrode 

to study the behaviour of only a single SWNT as field emitter. Use of SEM is necessary mandatory. 

- SWNT emission from rope of SWNTs: 

A rope is picked out of a mat of SWNT material and detached from it by making electrical contact 

and applying a voltage difference (~10 V) over the SWNT and the mat. Use of SEM is mandatory. 

- SWNT emission from purified material: 

Commercially available material with well separated tubes in a solution allows mounting of tubes 

with very little contaminating material. The disadvantage are the unknown effects of the 

purification process on the morphology of the CNTs. 

- A SWNT attached to an AFM tip: 

By using the electron bundle of a SEM for electron beam irradiation one can weld the SWNT to the 

AFM tip. The welds are mechanically strong and have a good electronic contact. 

- Single SWNT growth on AFM tip: 

Direct growth of a SWNT by CVD on an AFM tip can be done and looks promising.  

Continuous film emitters. 

Planar films of emitting nanotubes can be made rather easily: 

- Film from MWNTs in a colloidal suspension: 

A film by drawing a colloidal suspension of MWNTs through a nanopore alumina filter has been 

produced. Next, the film was transferred by pressing the filter face down on a Teflon or Teflon-

coated metal surface. This technique is not restricted to MWNTs but can be used for all types of 

nanotubes. The same result can be obtained by spraying the suspension on a heated substrate. 

- Purified MWNTs dispersed in a matrix: 

The nanotubes have been dispersed in an epoxy matrix and prepared emitters of (50×50) μm2 under 

pressure and with a polishing to obtain a reproducible and macroscopically flat surface. 

- Crushed and mixed MWNTs: 

Crushed MWNTs are mixed with products to form a paste which can be applied to a metallic 

cathode and cured. 

Patterned films using post deposition techniques. 

For many applications it is necessary for the emitting film to have a certain pattern. Different post 

deposition techniques to obtain patterned films are presented here: 

- A nanotube/epoxy paste is pressed into channels etched in a glass substrate. Cathode 

surface is polished to expose the micro channels. 

- Nanotubes mixed in an organic mixture of nitrocellulose, the resulting paste is squeezed 

onto a metal-patterned sodalime glass through a metal mesh. Subsequently the emitter was heated to 

remove the organic binder. 
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- A resist layer is patterned by e-beam lithography on a substrate. After this a nanotube 

dispersion is applied to the substrate. Nanotubes precipitate in the resist openings and after lift-off a 

patterned film is obtained. 

- It is also possible to position individual nanotubes at specific locations and with specific 

orientations by applying a nanotube suspension on self-assembled monolayer templates defined by 

lithography. 

Patterned films using direct growth on catalyst support. 

Predefined catalyst patterns can be used to grow CNTs on specific locations. The patterns are made 

from i.e. cobalt films that are deposited from laser ablation. The obtained film is etched with single 

laser pulses using a cylindrical lens, while being exposed to air. The MWNTs only grow on the Co 

particles along the edges of the eroded tracks.  

A second technique is based on standard photolithography or e-beam lithography. Basically 

a resist is coated on the substrate, exposed and developed. The resist can be used in two ways: 

- Resist as mask over the catalyst and CNT growth over resist after which the resist is 

removed and a pattern is left over 

- Resist as protection, unprotected catalyst is evaporated and after removal of resist the 

CNTs are grown 

The techniques to grow the CNTs after making a catalyst pattern also differ and are much 

alike described in the continuous film production. 

One method that is different from the others is the use of a stamp with ink, called 

microcontact printing. Liquid phase catalyst precursor is dropped on a patterned elastomer stamp. 

The stamp is then pressed against a substrate and afterwards MWNTs are grown by CVD on the 

pattern of catalyst. Important is the ability to vary the catalyst precursor concentration, hydrocarbon 

gas and the temperature. All these parameters can be optimised for the desired MWNT density 

[104]. 

 

Field emission from CNT films. Field emission is the emission of electrons from a solid by 

tunnelling through the surface potential barrier. The emission current depends on the electric field, 

E, and the workfunction, Φ. The Fowler-Nordheim model shows that the dependence of the emitted 

current on the local electric field and the workfunction is exponential. As a consequence small 

variations in the shape or surrounding of the emitter have strong impact on the emitted current. This 

sensitivity brings along many problems in comparing measurements because of the different shapes 

of set-ups. There is also a difference between integrated (macroscopic) , millimetre, measurements 

and microscopic, micrometer, measurements. 

`` 



48 
 

Most reports on field emission describe the fabrication method and a typical resulting I-V 

curve. All types of nanotubes have excellent field emission properties with turn on fields that 

produce 10 μA/cm2, of only 1 V/μm and threshold fields that produce 10 mA/cm2, around 5 V/μm. 

Nanotube films are also able to emit a current density up to a few A/cm2 at fields below 10 V/μm. 

Because of the large differences in results for slightly differing parameters a comparison of films 

under the same experimental conditions has been also provided (Table 14.5) [104]. 

 

Table 14.5. The emission characteristics of CNT films under the same experimental conditions 

[104]. 

 

Influence Emitter d (µm) S (cm2) Eon (V/µm) Eth (V/µm) Remarks 

Density and 

geometry 

MWNT 25 n.a. <2.7 ∼4.8 Random alignment 

 MWNT 25 n.a. ∼40 n.a. Short vertical tubes 

Geometry Arc MWNT 125 0.07 2.6 4.6 Average over 15 emitters 

 SWNT 125 0.07 2.8 5.2 Average over 12 emitters 

 Open MWNT 125 0.07 4.5 30 Average over 6 emitters 

 Graphitic 

fibers 

125 0.07 5.6 14 Average over 5 emitters 

Surface 

treatment 

MWNT t-a 

coated 

125-400 0.01 1.6 n.a.  

 MWNT as 

produced 

125-400 0.01 2.4 n.a.  

Density and 

geometry 

SWNT 10-500 10-5 n.a. 2.4 Random aligned 

 CVD MWNT 10-500 10-5 n.a. 3.5 Dense aligned arrays 

Density CVD MWNT 125 0.007 9.8 14.4 Low density, patterned films 

 CVD MWNT 125 0.007 2.2 3.3 Medium density, patterned 

films 

 CVD MWNT 125 0.007 3.6 5.3 High density, patterned films 

 

Differences occur due to structural differences and differences in treatment, diameter size, 

open/closed cap, surface treatment etc. Density and orientation of the tubes on the film also 

influences the emission. When comparing samples with different densities as in Fig.14.39 the 

influence can be seen in the I-V curves see Fig. 14.40. 
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Fig. 14.39. SEM micrographs of patterned films of MWNTs prepared by μCP of a catalyst followed 

by CVD growth. The concentration of catalyst in the ink solution was (a) 1 mM, (b) 5 mM, (c) 40 

mM, (d) 50 mM [104]. 

 

 
Fig. 14.40. I-V curves for different MWNT densities as seen in Fig. 14.38. The best result is (b) 

[104]. 

 

Analysis of eleven samples shows that films of medium densities with nanotubes protruding over 

the film surface show emission at the lowest fields. Which also can be seen in the scanning field 

emission images (Fig. 14.41). Here it is also clear that the medium density film has the highest 

current density. 
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Fig. 14.41. Scanning field emission images of MWNT films of different densities acquired at 

constant voltage and tip height. The grey scale represents current intensity. Images were taken from 

samples similar to those from Fig. 14.39 [104]. 

 

Degradation of CNT films. Several different processes can lead to degradation of the CNT 

film, resistive heating, bombardment from gas molecules, arcing electrostatic deflection and 

mechanical stresses etc. Also chemical degradation phenomena such as adsorption and desorption 

of molecules on the emitter surface can occur. 

Stable emissions over more than 20 h have been observed and even an emission of 8000 h of 

10 mA/cm2 with an 11% field increase has been possible. The origin of degradation is not clear but 

it seems that residual gasses have a significant influence as well as the emitted current density. In 

addition the intrinsic properties of the CNTs have an importance. Tests have shown that degradation 

of SWNTs was much faster than of MWNTs. 

 

Field emission from single CNTs. Experiments on single nanotube emitters give a reliable 

way to investigate the emission mechanism and workfunction. First measurements were performed 

at study an arc produced MWNT mounted on a carbon fibre. It was shown that the emission 

followed roughly a Fowler-Nordheim behaviour. The currents emitted were about 100 nA at 0.12 

V/μm field strength. Other studies show Fowler-Nordheim behaviour up to 5-20 nA for closed and 

open tubes. As the current increased, saturation effects were observed. It was noted that all emitters 

were able to emit over an incredible current range up to 0.1 mA or for some even 0.2 mA per tube. 

It was also noticed that open tubes needed twice the voltage to start emitting. But there are 

contradictory results [105]. They found that open MWNTs started emitting electrons at the lowest 

fields, followed by MWNTs produced in a hydrogen atmosphere and finally the closed arc 

discharge MWNTs started emitting electrons at the higher fields. The differences observed are 

probably due to different measurement set-ups, growing methods, purity and emitter geometry. 

Emitter stability and failure. FEM measurements on single SWNTs showed two regions in 

the I-V curve. Step like fluctuations at low emitted currents with a switching frequency that 

increased with the current and became maximal at the onset of saturation, followed at higher 

currents by stable emission with flicker noise.  

Failure of single nanotubes is in almost all cases abrupt. For a single closed MWNT stable 

emission was observed at 2 μA for more than 90 h at 10-7 mbar. Failure occurred on most emitters 

in a catastrophic irreversible way in less than 10 ms. 

However one MWNT has been measured during more than two months at 0.4 μA at 10-9 

mbar without any observable degradation. The mechanism that leads to catastrophic failure is not 
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yet completely understood but it appears that the failure occurs at a very short time scale (<1 ms) at 

currents above 0.1 mA and that it involves an irreversible damage to the tube, in all cases the failure 

occurs on the defects of the nanotube. It still is unclear whether the degradation in CNT films is 

abrupt or gradual. 

 

Transistors. The field-effect transistor – a three-terminal switching device – can be 

constructed of only one semiconducting SWNT. By applying a voltage to a gate electrode, the 

nanotube can be switched from a conducting to an insulating state [93]. A schematic representation 

of such a transistor is given in Fig. 14.42. 

Such carbon nanotube transistors can be coupled together, working as a logical switch, 

which is the basic component of computers [106]. 

 

 
Fig. 14.42. A single semi-conducting nanotube is contacted by two electrodes. The Si substrate, 

which is covered by a layer of SiO2 300nmthick, acts as a back-gate. 

 

Smaller silicon based integrated circuits result in both a higher speed and device density. As 

a result, down scaling of these devices has been very important since their first implementation. 

However, at the moment it is generally accepted that silicon devices will reach fundamental scaling 

limits within a decade or so. This limit is caused by the minimum wavelength of light used in 

lithographic techniques used for integrated circuit production nowadays. For this reason a quest for 

alternative, integrated circuits with smaller dimensions has started. A major step in down scaling 

would be the application of single molecules in electronic devices [107]. Carbon nanotubes have 

already shown promising results in single molecular transistors. 

For successful implementation of molecular transistors in large and complex logic systems 

they must show signal amplification. Signal amplification makes it possible to reference separate 

signals along a chain of logical operations. In addition, noise caused by thermal fluctuations and 

environmental disturbances is also reduced [107]. Three terminal nanotransistors, in special, field-

effect-transistors show amplifying behaviour and have recently been investigated for this reason. 

CNT based transistors can be divided into two main categories: CNT field-effect-transistor 

(CNTFET) and CNT single-electron-transistor (CNTSET). CNTFET behaviour and performance is 
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also compared with conventional the Metal-Oxide-Semiconductor (MOS) Field Effect Transistor 

(FET).  

 

Principles of the MOSFET and CNTFET. A basic MOSFET involves two main electrodes, 

designated as “source” and “drain”, connected by a semi-conducting channel (Fig. 14.43). In 

conventional devices this channel is made of silicon. In CNTFETs the channel is formed by a 

single, semi-conducting CNT. A third electrode, the “gate” is separated from the channel by a thin 

insulator film and can also be placed on top of the nanotube. 

 
Fig. 14.43. Set-up of a MOSFET. 

 

If no charge is present on the gate, the channel is not conducting. The channel of a p-type 

(hole conducting) MOSFET becomes conductive when a negative charge is placed on the gate and a 

certain threshold voltage is exceeded. This is the very basic principle of this type of transistor. 

Almost the same accounts for n-type MOSFETs in which a positive charge must be put on the gate. 

A CNTFET works in a slightly different way as will be explained further on. 

 

Manufacturing of a CNTFET. In 1998 Semi-conducting SWNTs [108] and MWNTs [109] 

were used in CNTFETs for the first time. Due to the basic principles of a CNTFET a metallic CNT 

cannot be used since it is always conducting. An example of the manufacturing of one of the first 

CNTFETs is given below (Fig. 14.44). 

As grown CNTs are purified by sonication in a H2SO4 /H2O2 to remove catalyst particles. 

The purified nanotubes are dispersed in dichloroethane and spread over a silicon substrate, which is 

covered with silicon oxide, an insulating compound. On top of this layer, predefined electrode areas 

are created by conventional lithographic techniques. The nanotubes are randomly spread over the 

surface this way and in some cases a nanotube connects two electrodes [110]. A slightly different 

approach is to spin coat the CNTs on a substrate first, after which the electrodes are deposited with 

electron beam lithography. The latter methodology can also be used to create top gated CNTFETs, 

which is schematically shown in Fig. 14.44 [110]. 
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Fig. 14.44. Fabrication of a top gate CNTFET. 

 

It is also possible to position a nanotube at a certain position with AFM-like techniques. 

Semiconducting and metallic nanotubes in a single rope can be separated by ‘constructive 

destruction’. A current is put through the nanotube rope and the metallic tubes break down 

selectively, leaving the semi-conducting nanotubes over. The high stability of metallic nanotubes is 

maintained as long as moving electrons have insufficient energy to excite optical phonons [74]. 

Furthermore, the environment also plays an important role as adsorbed gasses influence the 

nanotubes behaviour. So adsorption of gasses should be prevented as much as possible. 

 

CNTFET physics. 

Conductivity in CNTs 

To develop a better understanding of the switching process, a detailed model of charge transport in 

the channel must be set up. Electron transport in metallic CNTs is ballistic of nature, which means 

that electrons move with a much higher speed than expected on the ground of thermal equilibrium. 

Ballistic transport can only occur in strictly confined semi-conductor regions and is totally 

determined by material properties. Electron transport in semi-conducting CNTs is far more 

complicated due to interband scattering, influences of charges at the electrode interface and 

adsorbed gasses. Therefore, conductivity in semi-conducting CNTs is usually described in classic 

physical laws of diffusivity [74]. Diffusive charge transport means that electron motion can be 

described with an effective mobility µ. In case of diffusion transport, the average free path l of an 

electron is relatively short (~ 2 nm) compared with the ballistic transport situation (l ~ 10 µm) 

[111]. 

Doping of CNTs 

Classical semiconductor physics is mainly based on two types of charge transport: either by 

negative or positive charge carriers. In the first case the material is n-type semiconducting while in 

the latter case is spoken of a p-type semiconductor. Some times it is even possible to have nanotube 
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conductivity in a transistor either by n-type or p-type charge carriers, dependent on the gate-source 

voltage applied [107]. This behaviour is called ambi-polar. 

As grown, single walled CNTs show p-type semi-conducting behaviour which is explained 

by several theories. The most commonly accepted theory states that the p-type conducting 

behaviour is caused by charge transfer from the nanotube to the electrode material with a relatively 

low Fermi level. Another explanation for the p-type behaviour is doping of the nanotubes by foreign 

atoms during synthesis or purification or the absorption of gasses [108, 110]. However, adsorption 

of oxygen is not true doping for several reasons. 

The large charge carrier density, which is approximately one hole per 250 Carbon atoms, in 

semiconducting nanotubes is remarkable [109]. CNTS can be (partially) doped to an n-type semi-

conductor in several ways. p-Type nanotubes can be exposed to electron donating compounds such 

as alkali metals to form n-type semiconductors [112]. An easier way to perform the p-n 

transformation is by partially heating the nanotube, which transformation has shown to be reversible 

of nature [114]. However, doping of NTs by potassium and adsorption of oxygen resulted in 

different behaviour which indicated a different doping mechanism [113, 114]. 

 

Switching mechanism of a MOSFET and CNTFET. A MOSFET is indeed a field effect 

transistor. Directly after the discovery of the CNTFET, mechanisms for the functioning of this type 

of devices were developed. A link to the MOSFET mechanism was made rapidly which meant that 

influence on the channel was considered of key importance for this type of devices. 

Later investigations into CNTFETS have shown the partial incorrectness of this mechanism. 

It became clear that the transistor functioning is mainly based on the Schottky barriers (SB) present 

at the metal / semiconducting CNT junctions [107, 113]. This type of transistor is very uncommon 

in conventional semiconductor physics. Switching occurs rather by modulation of the contact 

resistance than by altering the channel resistivity. SB transistors can have very small dimensions 

which possibly allows down scaling of silicon devices [115]. For very small Schottky barriers the 

device functions as a conventional channel limited field-effect-transistor. Adsorption of gasses 

results in other properties of the CNT transistors by changing the electrode properties. 

The Schottky barrier present at the metal /semiconductor interface prevents charges from 

being transported through this interface. At low voltages there is substantial charge density in the 

channel, but these are blocked by the Schottky barriers. Applying a larger gate-source voltage 

results in a stronger electric field at the electrodes and as a result the Schottky barrier becomes 

smaller. Now, the charge carriers can tunnel in a thermally assisted way and the transistor becomes 

conductive [114]. 
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Characteristics of a CNTFET. Even at their first investigations, CNT based transistors had 

excellent properties that were comparable with silicon based MOSFET transistors. The high 

stability and conductivity of single carbon nanotubes result in excellent transistor behaviour. High 

current densities for the ‘on’state (2100 µA/µm) were achieved together with excellent on/off ratios 

of approximately 105. In a similar MOSFET the maximum current density is only 650 µA/µm under 

the same bias conditions. 

Channel length of CNTFETs can be reduced to 5 nm, before tunnelling at room temperature 

results in unacceptable leakage currents. This means that very high device densities could be 

achieved. Top gate devices even show better performance than transistors in which the substrate is 

the gate electrode. Switching in top gated CNTFET happens at much lower gate voltages. Another 

advantage of top gate transistors is the ability to switch different transistor individually. On / off 

ratios as high as 106 can be achieved with top gate CNTFETs. 

 

Optimisation of CNTFETs. CNTFET devices can be improved in several ways, some of 

which will be described here. The contact resistivity can be reduced by annealing the sample at a 

high temperature in an inert atmosphere. This will improve the device characteristics enormously. 

The geometry of the electrodes is also very important, a needle-like electrode results in a stronger 

electric field at the electrode/nanotube interface and thus in smaller Schottky barriers which 

improves the performance of the transistor. 

 

Future outlook. Only a single CNT FET does not make a completely functional electronic 

circuit. Several transistors can be combined with each other to form different logic operators. With 

these operators, fully functional devices can be created with much faster transistors. But new 

technologies for accurate placement of nanotubes should be developed just as methods for smaller 

electrode contacts. Else the size limit of molecular transistors is still determined by the contact 

dimensions. 

 

Single electron transistor. Due to the ability to define nano-scale regions of p or n material 

on a SWNT scientist have been able to make such a small quantum dot (QD). The properties of 

such a small doped region are influenced by the quantum mechanical effects of a single electron. 

The Coulomb force of a single electron can prevent the entrance of a second electron and tunnelling 

effects also play a role in the process. The energy for one electron to move into the system is: 

C
eEC 2

2

=       (14.6) 
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Ec is called the Coulomb blockade energy, which is the repelling energy of the previous electron to 

the next electron. So charging and discharging becomes a discontinuous process, electrons have to 

move through the system one by one. If two QDs are joined at a point and form a channel, it is 

possible for an electron to pass from one dot to the other over the energy barrier, this phenomenon 

is called tunnelling. In order to overcome the Coulomb blockade energy Ec, the applied voltage over 

the QDs should be 

       (14.7) 

In order to observe Coulomb blockade and tunnelling, the energy of the electron must be higher 

than the thermal scattering energy, 

       (14.8) 

If these QDs are connected to other conductive materials (metal wires, polymers, CNTs) a SET is 

formed. 

 

Construction of SET on SWNT. 

Chemical profiling 

As with normal CNT transistors the CNTs are doped in an uncovered region with K to make it n-

type, the neighbouring regions are covered with PMMA to keep them p-doped. This p-n-p nanotube 

system behaves as a single QD, investigations showed that the QD are confined in the n region with 

the two pn junctions as barriers for the dots (Fig. 14.45). Chemical profiling a single SWNT can 

lead to on-tube QDs much smaller than the lengths of the nanotubes between metal electrodes (3-5 

μm). In order to function properly the system has to be cooled to <100K [116]. 

 
Fig. 14.45. Schematic p-n-p nanotube device. 

 

Bending CNTs 

Another technique found earlier [117] showed the fabrication of a room temperature SET (RTSET). 

They were able to produce a region between two tunnelling barriers formed by bending a metallic 

SWNT with an AFM. The nanotube is placed between Au electrodes on a Si/SiO2 substrate. In Fig. 

14.46 A and B are the bending steps with an AFM and C and D show the results. 
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Fig. 14.46. Fabrication of a room-temperature SET using AFM. Step A and B: bending with AFM. 

C and D is the resulting RTSET [118]. 

 

Working mechanism of a SET. A set consists out of a conducting island that is connected by 

tunnelling barriers to two metallic leads. For temperatures and bias voltages that are low relative to 

a characteristic energy required to ad an electron to the island, electrical transport through the 

device is blocked. Conduction is possible however by tuning a voltage on a close-by gate, this 

makes the device into a three terminal transistor [116, 117].  
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14.4. Graphene 

 

14.4.1. Molecular Structure 

Before monolayer graphene was isolated in 2004, it was theoretically believed that two 

dimensional compounds could not exist due to thermal instability when separated. However, once 

graphene was isolated, it was clear that it was actually possible, and it took scientists some time to 

find out exactly how. After suspended graphene sheets were studied by transmission electron 

microscopy, scientists believed that they found the reason to be due to slight rippling in the 

graphene, modifying the structure of the material. However, later research suggests that it is 

actually due to the fact that the carbon to carbon bonds in graphene are so small and strong that they 

prevent thermal fluctuations from destabilizing it. 

Graphene is a single layer of carbon packed in a hexagonal (honeycomb) lattice, with a 

carbon-carbon distance of 0.142 nm (Fig. 14.47). It is the first truly two-dimensional crystalline 

material and it is representative of a whole class of 2D materials including for example single layers 

of Boron-Nitride (BN) and Molybdenum-disulphide (MoS2), which have both been produced after 

2004 [13]. 

    

 
Fig. 14.47. Schematic and SEM images of graphene. 
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Graphene's stability is due to a tightly packed, periodic array of carbon atoms and an sp2 

orbital hybridization - a combination of orbitals px and py that constitute the σ-bond. Graphene has 

three σ-bonds and one π-bond. The final pz electron makes up the π-bond, and is key to the half-

filled band that permits free-moving electrons.  

Graphene sheets in solid form usually show evidence in diffraction for graphite's (002) 

layering. This is true of some single-walled nanostructures [118]. However, unlayered graphene 

with only (hk0) rings has been found in the core of presolar graphite onions [119]. TEM studies 

show faceting at defects in flat graphene sheets [120] and suggest a role for two-dimensional 

crystallization from a melt. 

Graphene can self-repair holes in its sheets, when exposed to molecules containing carbon, 

such as hydrocarbons. Bombarded with pure carbon atoms, the atoms perfectly align into hexagons, 

completely filling the holes [121]. 

The atomic structure of isolated, single-layer graphene was studied by transmission electron 

microscopy (TEM) on sheets of graphene suspended between bars of a metallic grid [122]. Electron 

diffraction patterns showed the expected honeycomb lattice. Suspended graphene also showed 

"rippling" of the flat sheet, with amplitude of about one nanometer. These ripples may be intrinsic 

to the material as a result of the instability of two-dimensional crystals [123, 124], or may originate 

from the ubiquitous dirt seen in all TEM images of graphene. Atomic resolution real-space images 

of isolated, single-layer graphene on SiO2 substrates are available [125, 126] via scanning tunneling 

microscopy. Photoresist residue, which must be removed to obtain atomic-resolution images, may 

be the "adsorbates" observed in TEM images, and may explain the observed rippling. Rippling on 

SiO2 is caused by conformation of graphene to the underlying SiO2, and is not intrinsic [125].  

 

Chemical. Graphene is the only form of carbon (and generally all solid materials) in which 

each single atom is in exposure for chemical reaction from two sides (due to the 2D structure). It is 

known that carbon atoms at the edge of graphene sheets have special chemical reactivity, and 

graphene has the highest ratio of edgy carbons (in comparison with similar materials such as carbon 

nanotubes). In addition, various types of defects within the sheet, which are very common, increase 

the chemical reactivity [127]. The onset temperature of reaction between the basal plane of single-

layer graphene and oxygen gas is below 260 °C (530 K) [128] and the graphene burns at very low 

temperature (e.g., 350 °C (620 K)) [129]. In fact, graphene is chemically the most reactive form of 

carbon, owing to the lateral availability of carbon atoms. Graphene is commonly modified with 

oxygen- and nitrogen-containing functional groups and analyzed by infrared spectroscopy and X-

ray photoelectron spectroscopy. However, determination of structures of graphene with oxygen- 

and nitrogen- containing functional groups is a difficult task unless the structures are well controlled 
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[130, 131]. It has been reported that sheets of graphene one atom thick are a hundred times more 

chemically reactive than thicker sheets.  

 

 

14.4.2. Graphene Fabrication 

There are currently several methods to produce graphene described in the scientific and 

commercial literature showing the intensity of development work globally (Fig. 14.48). 

 

Exfoliation techniques. The most common method of graphene fabrication is exfoliation 

which finds its roots with a technique that has been around for centuries – writing with a graphite 

pencil. By writing with a pencil you create many graphene sheets spread over your paper. 

Unfortunately this method is uncontrollable and you are typically left with many sheets of varying 

thicknesses. If you want to study a single graphene sheet you need to locate it. The problem 

amounts to trying to find a needle in a haystack. A way around this problem was solved by Andre 

Geim’s group in Manchester [12]. By gently rubbing or pressing a freshly cleaved graphite crystal 

on an oxidized silicon wafer graphene flakes with the correct thickness of oxide, single atomic 

layers are visible under an optical microscope due to thin film interference effects [13, 132]. This 

technique simplifies the process of finding single graphene sheets but obviously limits this 

fabrication scheme to devices for research purposes. For the case of suspended graphene sheets this 

process may take ~ 1 hour to find relatively thin ~ 1-5 nm thick suspended graphene devices but 

could take several days or weeks to find a suitable single suspended layer. There are recent attempts 

to improve the quality and yield of exfoliation techniques. These include stamping methods which 

use silicon pillars to transfer graphene flakes and electrostatic voltage assisted exfoliation which 

uses electrostatic forces to controllably separate graphene from bulk crystals [133, 134]. These are 

very recent developments and only time will tell whether they yield significant improvement over 

standard exfoliation.  

 

Disperse from solution. Graphene platelets can also be created by chemically cutting open 

carbon nanotubes, one method describing how the nanotubes are cut open in solution by action of 

potassium permanganate and sulfuric acid. Chemical, solvent or sonic exfoliation (separation) of 

graphene layers from graphite has also been developed. common graphene fabrication technique is 

to disperse graphene from solution [135]. In this method graphite flakes are sonicated in a solution 

and then dispersed onto the wafer. 
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Fig. 14.48. a) Growing few layer graphene on SiC [136]. b) AFM image of a few layer graphene 

quantum dot fabricated by dispersion from solution [135]. c) Nanopencil used to extract few layer 

graphene flakes from HOPG [137]. Optical image of a few-layer graphene sheet [12].  

 

An AFM is used to locate individual sheets making this technique very time consuming 

relative to the optical detection scheme. Long sonication times are needed to break the graphite 

down and this typically results in small flakes. Recently a similar technique was used to fabricate 

graphene ribbons with nm-scale widths [138]. One of the difficulties in dispersing graphene from 

solution is separating the layers without breaking them. A way around this is to intercalate the 

graphite and dissolve it in a solvent. When the intercalant dissolves it separates the graphene sheets. 

This technique was shown to work effectively for graphene oxide. However, the success of similar 

techniques on graphene is limited due to the chemistry required to keep individual graphene sheets 

from aggregating in solution. 

 

Direct growth of graphene. The technique which currently seems to have the greatest 

potential for mass production is the direct growth of graphene. Typically this is accomplished by 

heating a SiC wafer which results in the partial graphitization of the upper layer [139]. However, 

controlling the number of layers as well as the grain sizes is difficult with this technique limiting the 

mobilities achieved so far with this form of graphene [140]. Furthermore, isolating single sheets is 

`` 



62 
 
problematic and additional lithography is required to pattern electrostatic gates on top of the 

graphene. Making suspended mechanical structures from grown graphene has yet to be 

demonstrated.  

 

Chemical vapor deposition. Chemical vapor deposition (CVD) and molecular beam epitaxy 

(MBE) are two other potential routes to graphene growth. Carbon nanotubes and diamond are 

successfully grown using CVD and the preferred method of growth for high quality GaAs/AlGaAs 

heterostructures is MBE. For the time being, exfoliation remains the preferred method for most of 

the experimental research groups around the world. However as in diamond, wide spread 

applicability of graphene is limited by the crude and time consuming methods currently used to 

fabricate and isolate single graphene sheets.  

 

The research community is currently in need of a reliable and reproducible graphene 

fabrication method if graphene is ever to move beyond being a laboratory curiosity. Plasma 

deposition techniques, the reduction of graphene oxides (RGO) and other synthetic methodologies 

are being introduced as route to scale up manufacture. Large scale manufacture of graphene is 

beginning to take place in locations where the chemistry based process industries have the 

infrastructure needed and can manage the materials, processes and technologies. 

 

 

14.4.3. Electrical Properties of Graphene 

Most of the experimental research on graphene focuses on the electronic properties. The 

most notable feature about the early work on graphene transistors was the ability to continuously 

tune the charge carriers from holes to electrons. An example of the gate dependence in single layer 

graphene is shown in Fig. 14.49. This effect is most pronounced in the thinnest samples whereas 

samples from multiple layers show much weaker gate dependence due to screening of the electric 

field by the other layers. 

For more practical applications one would like to utilize the strong gate dependence of 

graphene for either sensing or transistor applications. Unfortunately, graphene has no band gap and 

correspondingly resistivity changes are small. 

Therefore, a graphene transistor by its very nature is plagued by a low on/off ratio. However 

one way around this limitation, is to carve graphene into narrow ribbons. By shrinking the ribbon 

the momentum of charge carriers in the transverse direction becomes quantized which results in the 

opening of a band gap. This band gap is proportional to the width of the ribbon. This effect is 

pronounced in carbon nanotubes where a nanotube has a band gap proportional to its diameter. The 
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opening of a band gap in graphene ribbons has recently been observed in wide ribbon devices 

lithographically patterned from large graphene flakes [141] and in narrow chemically synthesized 

graphene ribbons [138]. 

 

 
Fig. 14.49. A) The (longitudinal) resistivity of a few layer graphene sample for three different 

temperatures (5K green, 70K blue, 300K orange), note the ambipolar dependence on gate voltage. 

B) The conductance as a function of gate voltage at 77K. C) The Hall resistivity as a function gate 

voltage for the same sample [13].  

 

Graphene is a zero-gap semiconductor. Four electronic properties separate it from other 

condensed matter systems. 

Electronic spectrum. Electrons propagating through graphene's honeycomb lattice 

effectively lose their mass, producing quasi-particles hat are described by a 2D analogue of the 

Dirac equation rather than the Schrödinger equation for spin-1⁄2particles [142, 143].  

Dispersion relation. Using a conventional tight-binding model the dispersion relation 

produces energy of the electrons with wave vector k is [144, 145].  
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with the nearest-neighbor hopping energy γ0≈2.8 eV and the lattice constant a ≈ 2.46 Å. The 

conduction and valence bands, respectively, correspond to the different signs; they touch each other 

at six points, the "K-values" of the two-dimensional hexagonal Brillouin zone (two of these six 

points are independent, while the rest are equivalent by symmetry (Fig. 14. 50). In the vicinity of 

the K-points the energy depends linearly on the wave vector, similar to a relativistic particle [144, 

146]. Since an elementary cell of the lattice has a basis of two atoms, the wave function has an 

effective 2-spinor structure. 

 

 

Fig. 14.50. The energy, E, for the excitations in graphene as a function of the wave numbers, kx and 

ky, in the x and y directions. The black line represents the Fermi energy for an undoped graphene 

crystal. Close to this Fermi level the energy spectrum is characterized by six double cones where 

the dispersion relation (energy versus momentum, ħk) is linear. This corresponds to massless 

excitations. 

 

As a consequence, at low energies, even neglecting the true spin, the electrons can be 

described by an equation that is formally equivalent to the massless Dirac equation. Hence, the 

electrons and holes are called Dirac fermions and the six corners are called the Dirac points [144]. 

This pseudo-relativistic description is restricted to the chiral limit, i.e., to vanishing rest mass M0, 

which leads to interesting additional features [144, 147]:  
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Here vF ~ 106 m/s (.003 c) is the Fermi velocity in graphene, which replaces the velocity of light in 

the Dirac theory; σ is the vector of the Pauli matrices, ψ(r) is the two-component wave function of 

the electrons, and E is their energy [142].  

The equation describing the electrons' linear dispersion relation is 

;22
yxF kkvE +=   

where the wavevector k is measured from the Dirac points (the zero of energy is chosen here to 

coincide with the Dirac points). The equation uses a pseudospin matrix formula that describes two 

sublattices of the honeycomb lattice [146].  

Single-atom wave propagation. Electron waves in graphene propagate within a single-atom 

layer, making them sensitive to the proximity of other materials such as high-κ dielectrics, 

superconductors and ferromagnetics. 

Electron transport. Experimental results from transport measurements show that graphene 

has a remarkably high electron mobility at room temperature, with reported values in excess of 

15,000 cm2·V−1·s−1. Additionally, the symmetry of the experimentally measured conductance 

indicates that hole and electron mobilities should be nearly the same [143]. The mobility is nearly 

independent of temperature between 10K and 100K [148, 149, 150], which implies that the 

dominant scattering mechanism is defect scattering. Scattering by the acoustic phonons of graphene 

intrinsically limits room temperature mobility to 200,000 cm2·V−1·s−1 at a carrier density of 1012 

cm−2 [150, 151], which was later demonstrated and is 10 times greater than copper.  

The corresponding resistivity of the graphene sheet would be 10−6 Ω·cm. This is less than 

the resistivity of silver, the lowest known at room temperature. However, for room temperature 

graphene on SiO2 substrates, scattering of electrons by optical phonons of the substrate is a larger 

effect than scattering by graphene’s own phonons. This limits mobility to 40,000 cm2·V−1·s−1 [150].  

The sheet conductivity of a 2D material is given by σ=enμ. The mobility is theoretically 

limited to μ=200,000 cm2V−1s−1 by acoustic phonons at a carrier density of n=1012 cm−2. The 2D 

sheet resistivity, also called the resistance per square, is then 31 Ω. Our fictional hammock 

measuring 1m2 would thus have a resistance of 31 Ω. Using the layer thickness we get a bulk 

conductivity of 0.96x106 Ω-1cm-1 for graphene.  

Electrical resistance in 40-nanometer-wide nanoribbons of epitaxial graphene changes in 

discrete steps. The ribbons' conductance exceeds predictions by a factor of 10. The ribbons can act 

more like optical waveguides or quantum dots, allowing electrons to flow smoothly along the 

ribbon edges. In copper, resistance increases in proportion to length as electrons encounter 

impurities [152].  
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Transport is dominated by two modes. One is ballistic and temperature independent, while 

the other is thermally activated. Ballistic electrons resemble those in cylindrical carbon nanotubes. 

At room temperature, resistance increases abruptly at a particular length—the ballistic mode at 16 

micrometres and the other at 160 nanometres (1% of the former length).  

The ribbons were grown on the edges of three-dimensional structures etched into silicon 

carbide wafers. When the wafers are heated to approximately 1,000 °C (1,270 K; 1,830 °F), silicon 

is preferentially driven off along the edges, forming nanoribbons whose structure is determined by 

the pattern of the three-dimensional surface. The nanoribbons had perfectly smooth edges, annealed 

by the fabrication process. Electron mobility measurements surpassing one million correspond to a 

sheet resistance of one ohm per square— two orders of magnitude lower than in two-dimensional 

graphene. 

Graphene electrons can cover micrometer distances without scattering, even at room 

temperature [142].  

Despite zero carrier density near the Dirac points, graphene exhibits a minimum 

conductivity on the order of 4e2/h. The origin of this minimum conductivity is still unclear. 

However, rippling of the graphene sheet or ionized impurities in the SiO2 substrate may lead to 

local puddles of carriers that allow conduction [143]. Several theories suggest that the minimum 

conductivity should be 4e2/h; however, most measurements are of order 4e2/h  or greater  and 

depend on impurity concentration [153].  

Near zero carrier density graphene exhibits positive photoconductivity and negative 

photoconductivity at high carrier density. This is governed by the interplay between photoinduced 

changes of both the Drude weight and the carrier scattering rate.  

Graphene doped with various gaseous species (both acceptors and donors) can be returned to 

an undoped state by gentle heating in vacuum [153, 154]. Even for dopant concentrations in excess 

of 1012 cm−2 carrier mobility exhibits no observable change [154]. Graphene doped with potassium 

in ultra-high vacuum at low temperature can reduce mobility 20-fold [153, 155]. The mobility 

reduction is reversible on heating the graphene to remove the potassium. 

Due to graphene's two dimensions, charge fractionalization (where the apparent charge of 

individual pseudoparticles in low-dimensional systems is less than a single quantum [156]) is 

thought to occur. It may therefore be a suitable material for constructing quantum computers [157] 

using anyonic circuits [158].  

 

Anomalous quantum Hall effect. The quantum Hall effect is a quantum mechanical version 

of the Hall effect, which is the production of transverse (perpendicular to the main current) 

conductivity in the presence of a magnetic field. The quantization of the Hall effect  at integer 
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multiples (the "Landau level") of the basic quantity e2/h (where e is the elementary electric charge 

and h is Planck's constant) It can usually be observed only in very clean silicon or gallium arsenide 

solids at temperatures around 3 K and very high magnetic fields. 

At low temperatures and high magnetic fields, the exceptional mobility of graphene allows 

for the observation of the quantum Hall effect for both electrons and holes (Fig. 14.51) [13, 137]. 

Due to its unique band structure, the graphene quantum hall effect exhibits a subtle difference from 

the conventional quantum Hall effect in that plateaus occur at half integers of 4e2/h rather than the 

typical 4e2/h. 

 
Fig. 14.51. Experimental observation of the unusual quantum Hall effect in graphene. (Top) The 

Hall conductivity (red) and the longitudinal resistivity (green) as a function of carrier density. The 

inset shows the Hall conductivity for bi-layer graphene. Note that the spacing between plateaus for 

graphene is 4e2/h, i.e. bigger than for the usual quantum Hall effect and that the steps occur at half 
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integer multiples of this value. For a bilayer of graphene the step height is the same, but the steps 

occur at integer multiples of 4e2/h but with no step at zero density [148]. (Bottom) The longitudinal 

and Hall resistance as a function of magnetic flux density for an electron doped sample. The inset 

shows the same data for a hole doped sample [159]. 

 

Graphene shows the quantum Hall effect with respect to conductivity-quantization: the 

effect is anomalous in that the sequence of steps is shifted by 1/2 with respect to the standard 

sequence and with an additional factor of 4. Graphene's Hall conductivity is,  

/h,e)2/1(4 2+⋅±= Nxyσ  

where N is the Landau level and the double valley and double spin degeneracies give the factor of 4. 

These anomalies are present at room temperature, i.e. at roughly 20 °C (293 K) [148].  

This behavior is a direct result of graphene's massless Dirac electrons. In a magnetic field, 

their spectrum has a Landau level with energy precisely at the Dirac point. This level is a 

consequence of the Atiyah–Singer index theorem and is half-filled in neutral graphene [144], 

leading to the "+1/2" in the Hall conductivity [160]. Bilayer graphene also shows the quantum Hall 

effect, but with only one of the two anomalies (i.e. /he4 2⋅⋅±= Nxyσ ). In the second anomaly, the 

first plateau at N=0 is absent, indicating that bilayer graphene stays metallic at the neutrality point.  

Unlike normal metals, graphene's longitudinal resistance shows maxima rather than minima 

for integral values of the Landau filling factor in measurements of the Shubnikov–de Haas 

oscillations, whereby the term integral quantum Hall effect. These oscillations show a phase shift of 

π, known as Berry’s phase [148, 143]. Berry’s phase arises due to the zero effective carrier mass 

near the Dirac points [161]. The temperature dependence of the oscillations reveals that the carriers 

have a non-zero cyclotron mass, despite their zero effective mass [148].  

Graphene samples prepared on nickel films, and on both the silicon face and carbon face of 

silicon carbide, show the anomalous effect directly in electrical measurements [162 – 166]. 

Graphitic layers on the carbon face of silicon carbide show a clear Dirac spectrum in angle-resolved 

photoemission experiments, and the effect is observed in cyclotron resonance and tunneling 

experiments [167].  

Strong magnetic fields. In magnetic fields above 10 Teslas or so additional plateaus of the 

Hall conductivity at σxy = νe2/h with ν = 0, ±1, ±4 are observed [168]. A plateau at ν = 3 [169] and 

the fractional quantum Hall effect at ν = 1⁄3 were also reported [169, 170]. These observations with ν 

= 0, ±1, ±3, ±4 indicate that the four-fold degeneracy (two valley and two spin degrees of freedom) 

of the Landau energy levels is partially or completely lifted. 

 

`` 

http://en.wikipedia.org/wiki/Atiyah%E2%80%93Singer_index_theorem
http://en.wikipedia.org/wiki/Shubnikov%E2%80%93de_Haas_effect
http://en.wikipedia.org/wiki/Shubnikov%E2%80%93de_Haas_effect
http://en.wikipedia.org/wiki/Geometric_phase
http://en.wikipedia.org/wiki/Silicon_carbide%23Structure_and_properties
http://en.wikipedia.org/wiki/Dirac_spectrum
http://en.wikipedia.org/wiki/ARPES
http://en.wikipedia.org/wiki/ARPES
http://en.wikipedia.org/wiki/Tesla_(unit)
http://en.wikipedia.org/wiki/Fractional_quantum_Hall_effect


69 
 
 

14.4.4. Optical Properties of Graphene 

Graphene is practically transparent. In the optical region it absorbs only 2.3% of the light 

(Fig.14.52). This number is in fact given by π α, where α is the fine structure constant that sets the 

strength of the electromagnetic force. In contrast to low temperature 2D systems based on 

semiconductors, graphene maintains its 2D properties at room temperature. Graphene also has 

several other interesting properties, which it shares with carbon nanotubes. It is substantially 

stronger than steel, very stretchable and can be used as a flexible conductor. Its thermal 

conductivity is much higher than that of silver. 

 

 
Fig. 14.52. Photograph of graphene in transmitted light. This one-atom-thick crystal can be seen 

with the naked eye because it absorbs approximately 2.6% of green light [171], and 2.3% of red 

light [172].  

 

Graphene's unique optical properties produce an unexpectedly high opacity for an atomic 

monolayer in vacuum, absorbing πα ≈ 2.3% of red light, where α is the fine-structure constant 

[173]. This is a consequence of the unusual low-energy electronic structure of monolayer graphene 

that features electron and hole conical bands meeting each other at the Dirac point, which is 

qualitatively different from more common quadratic massive bands [172]. Based on the 

Slonczewski–Weiss–McClure (SWMcC) band model of graphite, the interatomic distance, hopping 

`` 

http://en.wikipedia.org/wiki/File:Graphene_visible.jpg
http://en.wikipedia.org/wiki/File:Graphene_visible.jpg
http://en.wikipedia.org/wiki/Opacity_(optics)
http://en.wikipedia.org/wiki/Light
http://en.wikipedia.org/wiki/Fine-structure_constant
http://en.wikipedia.org/wiki/Conical_intersection
http://en.wikipedia.org/wiki/Graphene%23Electronic_properties
http://en.wikipedia.org/w/index.php?title=Quadratic_massive_band&action=edit&redlink=1
http://en.wikipedia.org/wiki/File:Graphene_visible.jpg�


70 
 
value and frequency cancel when optical conductance is calculated using Fresnel equations in the 

thin-film limit. 

Although confirmed experimentally, the measurement is not precise enough to improve on 

other techniques for determining the fine-structure constant.  

Graphene's band gap can be tuned from 0 to 0.25 eV (about 5 micrometre wavelength) by 

applying voltage to a dual-gate bilayer graphene field-effect transistor (FET) at room temperature 

[174]. The optical response of graphene nanoribbons is tunable into the terahertz regime by an 

applied magnetic field [175]. Graphene/graphene oxide systems exhibit electrochromic behavior, 

allowing tuning of both linear and ultrafast optical properties [176].  

A graphene-based Bragg grating (one-dimensional photonic crystal) has been fabricated and 

demonstrated its capability for excitation of surface electromagnetic waves in the periodic structure 

by using 633 nm He–Ne laser as the light source [177].  

Saturable absorption. Such unique absorption could become saturated when the input 

optical intensity is above a threshold value. This nonlinear optical behavior is termed saturable 

absorption and the threshold value is called the saturation fluence. Graphene can be saturated 

readily under strong excitation over the visible to near-infrared region, due to the universal optical 

absorption and zero band gap. This has relevance for the mode locking of fiber lasers, where 

fullband mode locking has been achieved by graphene-based saturable absorber. Due to this special 

property, graphene has wide application in ultrafast photonics. Moreover, the optical response of 

graphene/graphene oxide layers can be tuned electrically [176, 178]. Saturable absorption in 

graphene could occur at the Microwave and Terahertz band, owing to its wideband optical 

absorption property. The microwave saturable absorption in graphene demonstrates the possibility 

of graphene microwave and terahertz photonics devices, such as microwave saturable absorber, 

modulator, polarizer, microwave signal processing and broad-band wireless access networks [179].  

Nonlinear Kerr effect. Under more intensive laser illumination, graphene could also possess 

a nonlinear phase shift due to the optical nonlinear Kerr effect. Based on a typical open and close 

aperture z-scan measurement, graphene possesses a giant non-linear Kerr coefficient of 10−7 

cm2·W−1, almost nine orders of magnitude larger than that of bulk dielectrics [180]. This suggests 

that graphene may be a powerful nonlinear Kerr medium, with the possibility of observing a variety 

of nonlinear effects, the most important of which is the soliton [181].  

 

 

14.4.5. Mechanical Properties of Graphene 

Graphite is unique in that the elastic constants in the direction perpendicular are vastly 

different than the elastic constants along the basal plane. This was known for quite some time and 
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was experimentally measured during the 1960s and 1970s. The experimental mechanical properties 

of graphene are largely unexplored and the time is ripe to revisit some of the old assumptions about 

bulk graphite to determine how the elastic constants scale down to the atomic thicknesses. By 

working with single atomic layers or few atomic layers some of the uncertainties involved in 

working with large single crystals such as dislocations and defects are avoided. 

The carbon–carbon bond length in graphene is about 0.142 nanometers. Graphene sheets 

stack to form graphite with an interplanar spacing of 0.335 nm. Graphene is the strongest material 

ever tested [182], with an intrinsic Tensile strength of 130 GPa and a Young's modulus (stiffness) of 

1 TPa (150,000,000 psi) [183]. The Nobel announcement illustrated this by saying that a 1 square 

meter graphene hammock would support a 4 kg cat but would weigh only as much as one of the 

cat's whiskers, at 0.77 mg (about 0.001% of the weight of 1 m2 of paper).  

Graphene has a breaking strength of 42N/m. Steel has a breaking strength in the range of 

250-1200 MPa= 0.25-1.2x109 N/m2. For a hypothetical steel film of the same thickness as graphene 

(which can be taken to be 3.35Å=3.35x10-10 m, i.e. the layer thickness in graphite), this would give 

a 2D breaking strength of 0.084-0.40 N/m. Thus graphene is more than 100 times stronger than the 

strongest steel. In our 1 m2 hammock tied between two trees you could place a weight of 

approximately 4 kg before it would break. It should thus be possible to make an almost  

The spring constant of suspended graphene sheets has been measured using an atomic force 

microscope (AFM). Graphene sheets were suspended over SiO2 cavities where an AFM tip was 

used to apply a stress to the sheet to test its mechanical properties. Its spring constant was in the 

range 1–5 N/m and the stiffness was 0.5 TPa, which differs from that of bulk graphite. These 

intrinsic properties could lead to applications such as NEMS as pressure sensors and resonators 

[184].  

Due to its large surface energy and out of plane ductility, flat graphene sheets are unstable 

with respect to scrolling, i.e. bending into a cylindrical shape, which is its lower-energy state [185].  

As is true of all materials, regions of graphene are subject to thermal and quantum 

fluctuations in relative displacement. Although the amplitude of these fluctuations is bounded in 3D 

structures (even in the limit of infinite size), the Mermin–Wagner theorem shows that the amplitude 

of long-wavelength fluctuations grows logarithmically with the scale of a 2D structure, and would 

therefore be unbounded in structures of infinite size. Local deformation and elastic strain are 

negligibly affected by this long-range divergence in relative displacement. It is believed that a 

sufficiently large 2D structure, in the absence of applied lateral tension, will bend and crumple to 

form a fluctuating 3D structure. Researchers have observed ripples in suspended layers of grapheme 

[122], and it has been proposed that the ripples are caused by thermal fluctuations in the material. 

As a consequence of these dynamical deformations, it is debatable whether graphene is truly a 2D 
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structure [123, 124, 186]. It has recently been shown that these ripples, if amplified through the 

introduction of vacancy defects, can impart a negative Poisson's ratio into graphene, resulting in the 

thinnest auxetic material known so far.  

Fracture Toughness. The researchers have indicated that despite its strength, graphene is 

also relatively brittle, with a fracture toughness of ~4 MPa√m. This indicates that imperfect 

graphene is likely to crack in a brittle manner like ceramic materials, as opposed to many metallic 

materials which tend to have fracture toughnesses in the range of 15-50 MPa√m. Later it has been 

announced that graphene showed a greater ability to distribute force from an impact than any 

known material, 10x that of steel per unit weight. The force was transmitted at 22.2 kilometres per 

second (13.8 mi/s).  

 

 

14.4.6. Applications of Graphene 

Potential graphene applications include lightweight, thin, flexible, yet durable display 

screens, electric circuits, and solar cells, as well as various medical, chemical and industrial 

processes enhanced or enabled by the use of new graphene materials.  

 

Electronics. For integrated circuits, graphene has a high carrier mobility, as well as low 

noise, allowing it to be used as the channel in a field-effect transistor. Single sheets of graphene are 

hard to produce and even harder to make on an appropriate substrate [187]. In 2008, the smallest 

transistor so far, one atom thick, 10 atoms wide was made of graphene [188]. IBM announced that 

they had fabricated and characterized graphene transistors operating at GHz frequencies. Later an n-

type transistor was announced meaning that both n and p-type graphene transistors had been created 

[189]. A functional graphene integrated circuit was demonstrated– a complementary inverter 

consisting of one p- and one n-type graphene transistor [190]. However, this inverter suffered from 

a very low voltage gain. Graphene was epitaxially grown on SiC in a quantity and with quality 

suitable for mass production of integrated circuits. At high temperatures, the quantum Hall effect 

could be measured in these samples. IBM built 'processors' using 100 GHz transistors on 2-inch (51 

mm) graphene sheets [191]. It had been succeeded in creating the first graphene-based integrated 

circuit, a broadband radio mixer [192]. The circuit handled frequencies up to 10 GHz. Its 

performance was unaffected by temperatures up to 127 °C. An 8 transistor 1.28 GHz ring oscillator 

circuit was described in.  

Transistors. Graphene exhibits a pronounced response to perpendicular external electric 

fields, potentially forming field-effect transistors (FET) (Fig. 14.53). FETs with an on-off ratio of 

~30 at room temperature has been obtained. Also an all-graphene planar FET with side gates has 
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been prepared. The devices showed changes of 2% at cryogenic temperatures. The first top-gated 

FET (on–off ratio of <2) was demonstrated in [193]. Graphene nanoribbons may prove generally 

capable of replacing silicon as a semiconductor. Hundreds of transistors on a single chip and very 

high frequency transistors have been produced [194, 195]. A switching effect based on a reversible 

chemical modification of the graphene layer that gives an on–off ratio of greater than six orders of 

magnitude has been demonstrated. These reversible switches could potentially be employed in 

nonvolatile memories [196]. Researchers demonstrated four different types of logic gates, each 

composed of a single graphene transistor [197]. Practical uses for these circuits are limited by the 

very small voltage gain they exhibit. Typically, the amplitude of the output signal is about 40 times 

less than that of the input signal. Moreover, none of these circuits operated at frequencies higher 

than 25 kHz. At the same time, tight-binding numerical simulations demonstrated that the band-gap 

induced in graphene bilayer field effect transistors is not sufficiently large for high-performance 

transistors for digital applications, but can be sufficient for ultra-low voltage applications, when 

exploiting a tunnel-FET architecture [198, 199]. Transistors with an on/off rate of 100 gigahertz, far 

exceeding the rates of previous attempts, and exceeding the speed of silicon transistors with an 

equal gate length has been announced. The 240 nm devices were made with conventional silicon-

manufacturing equipment [200]. 3d printing (additive manufacturing) as a method for fabricating 

graphene devices has been used [201]. Researchers demonstrated graphene's high mobility in a 

detector that allows broad band frequency selectivity ranging from the THz to IR region (0.76–33 

THz) [202]. A separate group created a terahertz-speed transistor with bistable characteristics, 

which means that the device can spontaneously switch between two electronic states. The device 

consists of two layers of graphene separated by an insulating layer of boron nitride a few atomic 

layers thick. Electrons move through this barrier by quantum tunneling. These new transistors 

exhibit “negative differential conductance,” whereby the same electrical current flows at two 

different applied voltages [203].  
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Fig. 14.53. (a) Graphene transistor. (b) Illustration of tunneling transistor based on vertical graphene 

heterostructures. Tunneling current between two graphene layers can be controlled by gating. (c) 

Schematic diagram of graphene-BN resonant tunneling transistor. 

 

Graphene does not have an energy band-gap, which presents a hurdle for its applications in 

digital logic gates. The efforts to induce a band-gap in graphene via quantum confinement or 

surface functionalization have not resulted in a breakthrough. The negative differential resistance 

experimentally observed in graphene field-effect transistors of "conventional" design allows for 

construction of viable non-Boolean computational architectures with the gap-less graphene. The 

negative differential resistance — observed under certain biasing schemes — is an intrinsic 

property of graphene resulting from its symmetric band structure. The results present a conceptual 

change in graphene research and indicate an alternative route for graphene's applications in 

information processing [204]. Researchers reported the creation of transistors printed on flexible 

plastic that operate at 25 gigahertz, sufficient for communications circuits and that can be fabricated 

at scale. The researchers first fabricate the non-graphene-containing structures—the electrodes and 

gates—on plastic sheets. Separately, they grow large graphene sheets on metal, then peel it off and 

transfer it to the plastic. Finally, they top the sheet with a waterproof layer. The devices work after 

being soaked in water, and are flexible enough to be folded.  

Capitalizing on graphene’s electrical awesomeness, HRL Laboratories (owned by Boeing 

and General Motors) built the world’s first functional radio frequency (RF) transistor using 
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graphene in 2008. The tiny device, known as an RF field-effect transistor, can pick up radio 

frequencies while hardly gobbling any electrical power. 

The electronic circuit can be also created based on grephene nanoribbons (Fig. 14. 54).  

 

 
 

Fig. 14. 54. Conceptual drawing of an electronic circuit composed of interconnected graphene 

nanoribbons (black atoms) that are epitaxially grown on steps etched in silicon carbide (yellow 

atoms). Electrons (blue) travel ballistically along the ribbon and then from one ribbon to the next 

via the metal contacts. Electron flow is modulated by electrostatic gates. 

 

Trilayer graphene. An electric field can change trilayer graphene's crystal structure, 

transforming its behavior from metal-like to semiconductor-like. A sharp metal scanning tunneling 

microscopy tip was able to move the domain border between the upper and lower graphene 

configurations. One side of the material behaves as a metal, while the other side behaves as a 

semiconductor. Trilayer graphene can be stacked in either Bernal or rhombohedral configurations, 

which can exist in a single flake. The two domains are separated by a precise boundary at which the 

middle layer is strained to accommodate the transition from one stacking pattern to the other.  

Silicon transistors function as either p-type or n-type semiconductors, whereas graphene 

could operate as both. This lowers costs and is more versatile. The technique provides the basis for 

a field-effect transistor. Scalable manufacturing techiques have yet to be developed. In trilayer 

graphene, the two stacking configurations exhibit very different electronic properties. The region 

between them consists of a localized strain soliton where the carbon atoms of one graphene layer 

shift by the carbon–carbon bond distance. The free-energy difference between the two stacking 

configurations scales quadratically with electric field, favoring rhombohedral stacking as the 

electric field increases. This ability to control the stacking order opens the way to new devices that 

combine structural and electrical properties. Graphene-based transistors could be much thinner than 

modern silicon devices, allowing faster and smaller configurations. 

Transparent conducting electrodes. Graphene's high electrical conductivity and high optical 

transparency make it a candidate for transparent conducting electrodes, required for such 
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applications as touch screens, liquid crystal displays, organic photovoltaic cells, and organic light-

emitting diodes. In particular, graphene's mechanical strength and flexibility are advantageous 

compared to indium tin oxide, which is brittle. Graphene films may be deposited from solution over 

large areas [205, 206].  

Large-area, continuous, transparent and highly conducting few-layered graphene films were 

produced by chemical vapor deposition and used as anodes for application in photovoltaic devices. 

A power conversion efficiency (PCE) up to 1.71% was demonstrated, which is 55.2% of the PCE of 

a control device based on indium tin oxide [206].  

Organic light-emitting diodes  (OLEDs) with graphene anodes have been demonstrated in 

[207]. The electronic and optical performance of graphene-based devices are similar to devices 

made with indium tin oxide.  

A carbon-based device called a light-emitting electrochemical cell (LEC) was demonstrated 

with chemically-derived graphene as the cathode and the conductive polymer PEDOT as the anode 

[208]. Unlike its predecessors, this device contains only carbon-based electrodes, with no metal. 

 

Energy.  

Ethanol distillation. Graphene oxide membranes allow water vapor to pass through, but are 

impermeable to other liquids and gases [209]. This phenomenon has been used for further distilling 

of vodka to higher alcohol concentrations, in a room-temperature laboratory, without the application 

of heat or vacuum as used in traditional distillation methods. Further development and 

commercialization of such membranes could revolutionize the economics of biofuel production and 

the alcoholic beverage industry. 

Solar cells. Graphene has a unique combination of high electrical conductivity and optical 

transparency, which make it a candidate for use in solar cells. A single sheet of graphene is a zero-

bandgap semiconductor whose charge carriers are delocalized over large areas, implying that carrier 

scattering does not occur. Because this material only absorbs 2.6% of green light and 2.3% of red 

light [210], it is a candidate for applications requiring a transparent conductor. Graphene can be 

assembled into a film electrode with low roughness. However, graphene films produced via solution 

processing contain lattice defects and grain boundaries that act as recombination centers and 

decrease the material's electrical conductivity. Thus, these films must be made thicker than one 

atomic layer to obtain useful sheet resistances. This added resistance can be combated by 

incorporating conductive filler materials, such as a silica matrix. Reduced graphene film's electrical 

conductivity can be improved by attaching large aromatic molecules such as pyrene-1-sulfonic acid 

sodium salt (PyS) and the disodium salt of 3,4,9,10-perylenetetracarboxylic diimide 

bisbenzenesulfonic acid (PDI). These molecules, under high temperatures, facilitate better π-
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conjugation of the graphene basal plane. Graphene films have high transparency in the visible and 

near-infrared regions and are chemically and thermally stable. For graphene to be used in 

commercial solar cells, large-scale production is required. However, no scalable process for 

producing graphene is available, including the peeling of pyrolytic graphene or thermal 

decomposition of silicon carbide.  

Graphene's high charge mobilities recommend it for use as a charge collector and transporter 

in photovoltaics (PV). Using graphene as a photoactive material requires its bandgap to be 1.4–1.9 

eV. Single cell efficiencies of nanostructured graphene-based PVs of over 12% were achieved. 

Organic photovoltaics could be "devices in which semiconducting graphene is used as the 

photoactive material and metallic graphene is used as the conductive electrodes. Graphene-silicon 

heterojunction solar cell, where graphene served as a transparent electrode and introduced a built-in 

electric field near the interface between the graphene and n-type silicon to help collect photo-

generated carriers has been prepared. More studies promote this new type of photovoltaic device. 

The efficiency of 8.6% for a prototype cell consisting of a wafer of silicon coated with a layer of 

graphene doped with trifluoromethanesulfonyl-amide (TFSA) has been reported. Chemical doping 

could improve the graphene characteristics and significantly enhance the efficiency of graphene-

silicon solar cell to 9.6% [211]. 15.6% percent efficiency using a combination of titanium oxide and 

graphene as a charge collector and perovskite as a sunlight absorber has been achieved. The device 

is manufacturable at temperatures under 150°C using solution-based deposition. This lowers 

production costs and offers the potential using flexible plastics [212].  

Large scale production of highly transparent graphene films by chemical vapor deposition 

was achieved. In this process, ultra-thin graphene sheets are created by first depositing carbon 

atoms in the form of graphene films on a nickel plate from methane gas. A protective layer of 

thermoplastic is laid over the graphene layer and the nickel underneath is dissolved in an acid bath. 

The final step is to attach the plastic-protected graphene to a flexible polymer sheet, which can then 

be incorporated into an OPV cell. Graphene/polymer sheets range in size up to 150 square 

centimeters and can be used to create dense arrays of flexible OPV cells. It may eventually be 

possible to run printing presses covering extensive areas with inexpensive solar cells, much like 

newspaper presses print newspapers (roll-to-roll).  

Silicon generates only one current-driving electron for each photon it absorbs, while 

graphene can produce multiple electrons. Solar cells made with graphene could offer 60% 

conversion efficiency – double the widely accepted maximum efficiency of silicon cells.  

Fuel cells. Appropriately perforated graphene (and hexagonal boron nitride hBN) can allow 

protons to pass through it, offering the potential for using graphene monolayers as a barrier that 

blocks hydrogen atoms but not protons/ionized hydrogen (hydrogen atoms with their electrons 
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stripped off). They could even be used to extract hydrogen gas out of the atmosphere that could 

power electric generators with ambient air. The membranes are more effective at elevated 

temperatures and when covered with catalytic nanoparticles such as platinum. Graphene could solve 

a major problem for fuel cells: fuel crossover that reduces efficiency and durability. At room 

temperature, proton conductivity with monolayer hBN, outperforms graphene, with resistivity to 

proton flow of about 10 Ω cm2 and a low activation energy of about 0.3 electronvolts. At higher 

temperatures, graphene outperforms with resistivity estimated to fall below 10−3 Ω cm2 above 250 

°C.  

 

Sensors 

Molecular adsorbtion. Theoretically graphene makes an excellent sensor due to its 2D 

structure. The fact that its entire volume is exposed to its surrounding environment makes it very 

efficient to detect adsorbed molecules. However, similar to carbon nanotubes, graphene has no 

dangling bonds on its surface. Gaseous molecules cannot be readily adsorbed onto graphene 

surfaces, so intrinsically graphene is insensitive [213]. The sensitivity of graphene chemical gas 

sensors can be dramatically enhanced by functionalization, for example, coating the film with a thin 

layer of certain polymers. The thin polymer layer acts like a concentrator that absorbs gaseous 

molecules. The molecule absorption introduces a local change in electrical resistance of graphene 

sensors. While this effect occurs in other materials, graphene is superior due to its high electrical 

conductivity (even when few carriers are present) and low noise, which makes this change in 

resistance detectable [214].  

Piezoelectric effect. Density functional theory simulations predict that depositing certain 

adatoms on graphene can render it piezoelectrically responsive to an electric field applied in the 

out-of-plane direction. This type of locally engineered piezoelectricity is similar in magnitude to 

that of bulk piezoelectric materials and makes graphene a candidate for control and sensing in 

nanoscale devices [215].  

Body motion. Rubber bands infused with graphene("G-bands") can be used as inexpensive 

body sensors. The bands remain pliable and can be used as a sensor to measure breathing, heart rate, 

or movement. Light weight sensor suits for vulnerable patients could make it possible to remotely 

monitor subtle movement. These sensors display 10-fold increases in resistance and work at strains 

exceeding 800%. Gauge factors of up to 35 were observed. Such sensors can function at vibration 

frequencies of at least 160 Hz. At 60 Hz, strains of at least 6% at strain rates exceeding 6000 %/s 

can be monitored.  

 

Medicine  
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Tissue engineering. Graphene has been investigated for tissue engineering. It has been used 

as a reinforcing agent to improve the mechanical properties of biodegradable polymeric 

nanocomposites for engineering bone tissue applications [216]. Dispersion of low weight % of 

graphene (~0.02 wt.%) increased in compressive and flexural mechanical properties of polymeric 

nanocomposites. 

Contrast agents/bioimaging. Functionalized and surfactant dispersed graphene solutions 

have been designed as blood pool MRI contrast agents [217]. Additionally, iodine and manganese 

incorporating graphene nanoparticles have served as multimodal MRI-CT contrast agents [218]. 

Graphene micro- and nano-particles have served as contrast agents for photoacoustic and 

thermoacoustic tomography [219]. Graphene has also been reported to be efficiently taken up 

cancerous cells thereby enabling the design of drug delivery agents for cancer therapy [220]. 

Graphene nanoparticles of various morphologies are non-toxic at low concentrations and do not 

alter stem cell differentiation suggesting that they may be safe to use for biomedical applications 

[221].  

Polymerase chain reaction. Graphene is reported to have enhanced PCR by increasing the 

yield of DNA product [222]. Experiments revealed that graphene's thermal conductivity could be 

the main factor behind this result. Graphene yields DNA product equivalent to positive control with 

up to 65% reduction in PCR cycles. 

 

Graphene's modifiable chemistry, large surface area, atomic thickness and molecularly 

gatable structure make antibody-functionalized graphene sheets excellent candidates for 

mammalian and microbial detection and diagnosis devices [223]. Graphene is so thin water has 

near-perfect wetting transparency which is an important property particularly in developing bio-

sensor applications [224]. This means that a sensors coated in graphene have as much contact with 

an aqueous system as an uncoated sensor, while it remains protected mechanically from its 

environment. Integration of graphene (thickness of 0.34 nm) layers as nanoelectrodes into a 

nanopore [225] can potentially solve a bottleneck for nanopore-based single-molecule DNA 

sequencing. New elastic composite materials for condoms containing nanomaterials like graphene 

have been developed. Graphene-based, transparent (across infrared to ultraviolet frequencies), 

flexible, implantable medical sensor microarrays were announced that allow the viewing of brain 

tissue hidden by implants. Optical transparency was >90%. Applications demonstrated include 

optogenetic activation of focal cortical areas, in vivo imaging of cortical vasculature via 

fluorescence microscopy and 3D optical coherence tomography.  

Drug delivery. It has been discovered that the sheet of graphene oxide can be transformed 

into liquid crystal droplets spontaneously – like a polymer - simply by placing the material in a 
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solution and manipulating the pH. The graphene droplets change their structure at the presence of 

an external magnetic field. This finding opens the door for potential use of carrying drug in the 

graphene droplets and drug release upon reaching the targeted tissue when the droplets change 

shape under the magnetic field. Another possible application is in disease detection if graphene is 

found to change shape at the presence of certain disease markers such as toxins [226].  

A graphene ‘flying carpet’ was demonstrated to deliver two anti-cancer drugs sequentially to 

the lung tumor cells (A549 cell) in a mouse model. Doxorubicin (DOX) is embedded onto the 

graphene sheet, while the molecules of tumor necrosis factor-related apoptosis-inducing ligand 

(TRAIL) are linked to the nanostructure via short peptide chains. Injected intravenously, the 

graphene strips with the drug playload preferentially concentrate to the cancer cells due to common 

blood vessel leakage around the tumor. Receptors on the cancer cell membrane bind TRAIL and 

cell surface enzymes clip the peptide thus release the drug onto the cell surface. Without the bulky 

TRAIL, the graphene strips with the embedded DOX are swallowed into the cells. The intracellular 

acidic environment promotes DOX’s release from graphene. TRAIL on the cell surface triggers the 

apoptosis while DOX attacks the nucleus. These two drugs work synergistically and were found to 

be more effective than either drug alone. 

 

14.5. Conclusion 

 

Carbon based nanostructures have interesting and unique properties and mane promising 

applications. Carbon has the extraordinary chemical flexibility to serve as the sole basic unit of such 

a variety of compounds. The materials discussed here are testing grounds for important concepts in 

condensed matter theory; at the same time there is a constant effort to find potentially useful 

applications.  

Fullerene-like structures are known in more complex materials, including biologically 

important molecules, including the HIV virus. C60 was investigated as a potential drug delivery 

agent, it may have antiviral activity, and endohedral C60 compounds can be possibly used as a spin 

label (or relaxation agent) in magnetic resonance spectroscopy. Bulk quantities of nanotubes are 

considered for reinforcement additives in metals and for storage of hydrogen gas. In scanning 

tunneling and force microscopy the nanotubes may serve as the sharpest possible microscope tip. 

Single nanotubes were shown to work as single electron transistors, reaching the ultimate limit of 

nanoscale electronics. Electron emission and light emission from the tips of the nanotubes have 

been seen at relatively low applied voltages, and the nanotube-based nanoemissive display (NED) 

technology enables manufacturers to design large flat panel displays that exceed the image quality 

characteristics of plasma and LCD screens.  
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Possibilities for nanotube-based applications are numerous and will be a step forward in 

technology. Most of these applications have shown to function in laboratories, but even less 

applications are sufficiently developed for production. Molecular integrated circuits are still a rather 

big step away, although single molecular transistors can be made with the use of nanotubes. More 

accurate placement techniques and smaller electrodes are needed for better device functioning, 

because large transistor densities are necessary if carbon nanotube transistors want to compete with 

conventional transistors. Energy storage in carbon nanotubes is even a bit further away from 

application because storage capacities are not yet satisfactory. Some future applications of carbon 

nanotubes look very promising. All we need are better production techniques for large amounts of 

purified nanotubes that have to be found in the near future. In our opinion, nanotubes promises to 

open up a way to new applications that might be cheaper, lower in weight and have a better 

efficiency. 

Graphene is a unique system in many ways. It is truly 2D, has unusual electronic excitations 

described in terms of Dirac fermions that move in a curved space, is an interesting mix of a 

semiconductor zero density of states and a metal gaplessness, and has properties of soft matter. The 

electrons in graphene seem to be almost insensitive to disorder and electron-electron interactions 

and have very long mean free paths. Hence, graphene’s properties are different from what is found 

in usual metals and semiconductors. Graphene has also a robust but flexible structure with unusual 

phonon modes that do not exist in ordinary 3D solids. In some sense, grapheme brings together 

issues in quantum gravity and particle physics, and also from soft and hard condensed matter. 

Interestingly enough, these properties can be easily modified with the application of electric 

and magnetic fields, addition of layers, control of its geometry, and chemical doping. Moreover, 

graphene can be directly and relatively easily probed by various scanning probe techniques from 

mesoscopic down to atomic scales, because it is not buried inside a 3D structure. This makes 

graphene one of the most versatile systems in condensed-matter research. 

Besides the unusual basic properties, graphene has the potential for a large number of 

applications from chemical sensors to transistors. Graphene can be chemically and/or structurally 

modified in order to change its functionality and hence forth its potential applications. Moreover, 

graphene can be easily obtained from graphite, a material that is abundant on the Earth’s surface. 

This particular characteristic makes grapheme one of the most readily available materials for basic 

research since it frees economically challenged research.  

The majority of the theoretical and experimental efforts have concentrated on the single 

layer, perhaps because of its simplicity and the natural attraction that a one atom thick material, 

which can be produced by simple methods in almost any laboratory, creates. Nevertheless, few-

layer graphene is equally interesting and unusual with a technological potential, perhaps larger than 
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the single layer. Indeed, the theoretical understanding and experimental exploration of multilayers is 

far behind the single layer. This is a fertile and open field of research for the future.  

Chemical modification of graphene can lead to entirely new physics. Depending on the 

nature of chemical dopants and how they are introduced into the graphene lattice adsorption, 

substitution, or intercalation, there can be many results. Small concentrations of adsorbed alkali 

metal can be used to change the chemical potential while adsorbed transition elements can lead to 

strong hybridization effects that affect the electronic structure. In fact, the introduction of d- and f-

electron atoms in the grapheme lattice may produce a significant enhancement of the electron-

electron interactions. Hence, it is easy to envision a plethora of many-body effects that can be 

induced by doping and have to be studied in the context of Dirac electrons: Kondo effect, 

ferromagnetism, antiferromagnetism, and charge- and spin-density waves.  

The carbon nanostructures, may have a real impact on our everyday life in the not-too 

distant future. 
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Chapter 15.  NANOWIRES AND WHISKERS 

 

 

 Nanowires are especially attractive for nanoscience studies as well as for nanotechnology 

applications. Nanowires, compared to other low dimensional systems, have two quantum confined 

directions while still leaving one unconfined direction for electrical conduction. This allows them to 

be used in applications which require electrical conduction, rather than tunneling transport. Because 

of their unique density of electronic states, nanowires in the limit of small diameters are expected to 

exhibit significantly different optical, electrical, and magnetic properties from their bulk 3-D 

crystalline counterparts. Increased surface area, very high density of electronic states and joint 

density of states near the energies of their van Hove singularities, enhanced exciton binding energy, 

diameter-dependent bandgap, and increased surface scattering for electrons and phonons are just 

some of the ways in which nanowires differ from their corresponding bulk materials. Yet the sizes 

of nanowires are typically large enough (> 1 nm in the quantum confined direction) to have local 

crystal structures closely related to their parent materials, thereby allowing theoretical predictions 

about their properties to be made on the basis of an extensive literature relevant to their bulk 

properties. Not only do nanowires exhibit many properties that are similar to, and others that are 

distinctly different from those of their bulk counterparts, nanowires have the advantage from an 

applications standpoint in that some of the materials parameters critical for certain properties can be 

independently controlled in nanowires but not in their bulk counterparts. Certain properties can also 

be enhanced nonlinearly in small diameter nanowires by exploiting the singular aspects of the 1-D 

electronic density of states. Furthermore, nanowires have been shown to provide a promising 

framework for applying the “bottom-up” approach for the design of nanostructures for nanoscience 

investigations and for potential nanotechnology applications. Driven by: (1) these new research and 

development opportunities, (2) the smaller and smaller length scales now being used in the 

semiconductor, opto-electronics, and magnetics industries, and (3) the dramatic development of the 

biotechnology industry where the action is also at the nanoscale, the nanowire research field has 

developed with exceptional speed in the last years.  

One-dimensional (1D) nanostructures represent the smallest dimension structure that can 

efficiently transport electrical carriers and can play an important role as both interconnect and 

functional device elements in integrated nanosystems. 
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15.1. PREPARATION OF SEMICONDUCTOR NANOWIRES 

 

Nanowires made of inorganic semiconducting materials are of considerable interest due to 

their unique properties and potential applications [1, 2]. For instance, semiconductor nanowires 

with lateral dimensions less than 15 nm exhibit band gaps in the ultraviolet (UV) and visible 

regions of light [3]. In addition, nanowires of single-crystalline inorganic semiconductors show 

excellent transport properties of electrons and holes [4, 5]. As a result, they offer great promise for 

electronic and optoelectronic devices with interesting properties. A range of approaches have been 

developed to generate nanowires of various materials (e.g., Si, Ge, III–V compounds, II–VI 

compounds, and oxides). The techniques can be classified into two general categories, i.e., 

‘‘bottom-up’’ and ‘‘top-down’’ approaches. 

 

 

15.1.1. ‘‘Bottom-Up’’ Approaches 

 

A bottom-up approach, in which functional electronic structures are assembled from 

chemically synthesized, well-defined nanoscale building blocks, much like the way nature uses 

proteins and other macromolecules to construct complex biological systems, represents a flexible 

alternative to conventional top-down methods [6-8], and moreover, the bottom-up approach has the 

potential to go far beyond the limits of top-down technology by defining key nanometer scale 

metrics through synthesis and subsequent assembly - not by lithography. 

To enable this bottom-up pathway requires that three key problems, which are at the heart of 

devices and integration in the broadest terms, be addressed (Fig. 15.1). First, the bottom-up 

approach requires nanoscale building blocks with precisely controlled and tunable chemical 

composition, structure, morphology, and size, since these characteristics determine their 

corresponding electronic and optical properties. To meet this goal necessitates developing methods 

that enable rational design and predictable synthesis of the building blocks. Second, it is essential to 

develop and explore the limits of functional devices based on these building blocks. Nanodevices 

may behave in ways similar to current electronic and optoelectronic devices, although it is also 

expected that new and potentially revolutionary device concepts will emerge from these building 

blocks, for example, due to quantum properties. Third and central to the bottom-up concept is the 

development of device architectures that enable high-density integration with desired function, and 

the development of hierarchical assembly methods that can organize building blocks into these 

architectures. 
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Addressing and overcoming the hurdles in these three major areas of the bottom-up 

approach could revolutionize fabrication and manufacturing, make a quantum jump in 

miniaturization, and lead to reduced power consumption and increased speed in next generation 

electronics and photonics. Moreover, it is very likely that the bottom-up approach could enable 

entirely new device concepts and new systems. For example, it is possible to combine seamlessly 

chemically distinct nanoscale building blocks, which could not be integrated together in top-down 

processing, into the same device architecture and thereby obtain unique function and/or 

combinations of function in an integrated system. Small and highly perfect building blocks may 

also lead to quantum electronic or quantum optical devices that enable quantum computing in 

architecture that has many common features with digital systems. 

 
Fig. 15.1. Schematic outlining key challenges (open ellipses) and specific research areas (shaded 

ellipses) required to enable the bottom-up approach to nanoelectronic systems. 

 

Atoms of semiconductor materials can crystallize and grow into nanowires in both gaseous 

and liquid media by controlling reaction conditions [9-12]. Among all approaches the vapor-based 

methods, the vapor–liquid– solid (VLS) process seems to be the most successful and widely used 

method for generating single crystal nanowires in large quantities (Fig. 15.2) [13]. The obtained 

results confirm that the VLS process starts with the dissolution of vapors of target materials into 

nanosized liquid droplets of a metal catalyst (e.g., Au), followed by nucleation and growth of 

single-crystalline wires. The liquid droplets are generated from metal nanoparticles at elevated 

temperatures; their size determines the diameter of wires.  
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Fig. 15.2. Schematic images of (a) solid-liquid-solis (SLS) and (b) vapor–liquid– solid (VLS) 

processes. 

 

Chemical Vapor Deposition Process 

The vapor-liquid-solid method (VLS) is a mechanism for the growth of one-dimensional structures, 

such as nanowires, from chemical vapor deposition (CVD) (Fig. 15.3.). The growth of a crystal through 

direct adsorption of a gas phase on to a solid surface is generally very slow. The VLS mechanism 

circumvents this by introducing a catalytic liquid alloy phase which can rapidly adsorb a vapor to 

supersaturation levels, and from which crystal growth can subsequently occur from nucleated seeds at the 

liquid-solid interface. The physical characteristics of nanowires grown in this manner depend, in a 

controllable way, upon the size and physical properties of the liquid alloy. The VLS mechanism is typically 

described in three stages [14]:  (i) preparation of a liquid alloy droplet upon the substrate from which a wire is 

to be grown, (ii) introduction of the substance to be grown as a  vapor, which adsorbs on to the liquid surface, 

and difluses in to the droplet, and (iii) supersaturation and nucleation at the liquid/solid interlace leading to 

axial crystal growth. 

 
Fig. 15.3. CVD growth of Si nanowires using Au particle catalysts.  
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The VLS process takes place as follows. A thin (~1-10 nm) Au film is deposited onto a 

silicon (Si) wafer substrate by sputter deposition or thermal evaporation. The wafer is annealed at 

temperatures higher than the Au-Si eutectic point, creating Au-Si alloy droplets on the wafer 

surface (the thicker the Au film, the larger the droplets). Mixing Au with Si greatly reduces the 

melting temperature of the alloy as compared to the alloy constituents. The melting temperature of 

the Au:Si alloy reaches a minimum (∼363 °C) when the ratio of its constituents is 4:1 Au:Si, also 

known as the Au:Si eutectic point. Lithography techniques can also be used to controllably 

manipulate the diameter and position of the droplets (and the resultant nanowires). One-dimensional 

crystalline nanowires are then grown by a liquid metal-alloy droplet-catalyzed chemical or physical 

vapor deposition process, which takes place in a vacuum deposition system Au-Si droplets on the 

surface of the substrate act to lower the activation energy of normal vapor-solid growth. For 

example, Si can be deposited by means of a SiCl4:H2 gaseous mixture reaction (CVD), only at 

temperatures above 800 °C, in normal vapor-solid growth. Moreover, below this temperature almost 

no Si is deposited on the growth surface. However, Au particles can form Au-Si eutectic droplets at 

temperatures above 363 °C and adsorb Si from the vapor state (because Au can form a solid-

solution with all Si concentrations up to 100%) until reaching a supersaturated state of Si in Au. 

Furthermore nanosized Au-Si droplets have much lower melting points because the surface area-to-

volume ratio is increasing, becoming energetically unfavorable, and nanometer-sized particles act to 

minimize their surface energy by forming droplets (spheres or half-spheres). Si has a much higher 

melting point (∼1414 °C) than that of the eutectic alloy, therefore Si atoms precipitate out of the 

supersaturated liquid-alloy droplet at the liquid- alloy/solid- Si interface and the droplet rises from 

the surface. This process is illustrated in Fig. 15.4 and Fig. 15.5. 

 

 
Fig. 15.4. Schematic illustration of Si whisker growth from the reaction SiCl4 and H2 vapor phase. 

This reaction is catalyzed by gold-silicon droplet  deposited on the wafer surface prior to whisker 

growth. 
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Fig. 15.5. Schematic illustration of metal-alloy catalyzed whisker growth depicting the pathway of 

source materials through the droplet to the growing interface. 

 

Typical features of the VLS method are (i) greatly lowered reaction energy compared to normal 

vapor-solid growth, (ii) wires grow in the areas activated by the metal catalysts and the size and 

position of the wires are determined by that of the metal catalysts, and (iii) this growth mechanism 

can also produce highly anisotropic nanowire arrays from a variety of materials.  

The catalyst must form a liquid solution with the crystalline material to be grown at the 

nanowire growth temperature. The solid solubility of the catalyzing agent is low in the solid and 

liquid phases of the substrate material. The equilibrium vapor pressure of the catalyst over the liquid 

alloy must be small so that the droplet does not vaporize, shrink in volume (and therefore radius), 

and decrease the radius of the growing wire until, ultimately, growth is terminated. The catalyst 

must be inert (non-reacting) to the reaction products (during CVD nanowire growth). The vapor-

solid, vapor-liquid, and liquid-solid interfacial energies play a key role in the shape of the droplets 

and therefore must be examined before choosing a suitable catalyst; small contact angles between 

the droplet and solid are more suitable for large area growth, while large contact angles result in the 

formation of smaller (decreased radius) whiskers. The solid-liquid interlace must be well-defined 

crystallographicalfy in order to produce highly directional growth of nanowires. It is also important 

to point out that the solid-liquid interface cannot, however be completely smooth. Furthermore, if 

the solid liquid interface was atomically smooth, atoms near the interface trying to attach to the 

solid would have no place to attach to until a new island nucleates (atoms attach at step ledges), 

leading to an extremely slow growth process. Therefore, "rough" solid surfaces or surfaces 

containing a large number of surface atomic steps (ideally 1 atom wide, for large growth rates) are 

needed for deposited atoms to attach and nanowire growth to proceed [15]. 
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The materials system used, as well as the cleanliness of the vacuum system and therefore the 

amount of contamination and/or the presence of oxide layers at the droplet and wafer surface during the 

experiment both greatly influence the absolute magnitude of the forces present at the droplet/surface 

interface and in turn determine the shape of the droplets. The shape of the droplet, i.e. the contact angle 

(β0, see Fig. 15.6) can, be modeled mathematically, however, the actual forces present during growth are 

extremely difficult to measure experimentally. Nevertheless, the shape of a catalyst particle at the surface 

of a crystalline substrate is determmed by a balance of the forces of surface tension and the liquid-solid 

interface tension. The radius of the droplet varies with the contact angle as: 

,
)sin( 0

0
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rR =         

where r0 is the radius of the contact area and β0 is defined by a modified Young's equation: 
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0

01 rlss
τσσβσ −−=       

It is dependent on the surface (σs) and liquid-solid interface (σls) tensions, as well as an additional line 

tension (τ) which comes into effect when the initial radius of the droplet is small (nanosized). As a 

nanowire begins to grow, its height increases by an amount dh and the radius of the contact area decreases 

by an amount dr (see Fig. 15.6). As the growth continues, the inclination angle at the base of the 

nanowires (α, set as zero before whisker growth) increases, as does β0,: 
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The line tension therefore greatly influences the catalyst contact area. The most import result from this 

conclusion is that different line tensions will result in different growth modes. If the line tensions are too 

large, nanohillock growth will result and thus stop the growth. 
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Fig. 15.6. Schematic illustration of metal-alloy catalyzed whisker growth depicting the catalyst 

droplet formation during the early stages of whisker growth. 

 

The diameter of the nanowire which is grown depends upon the properties of the alloy droplet. The 

growth of nano-sized wires requires nano-size droplets to be prepared on the substrate. In an equilibrium 

situation this is not possible as the minimum radius of a metal droplet is given by [16] 

,
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VR σ=        

where Vl is the molar volume of the droplet, σlv the liquid-vapor surface energy, and s is the degree of 

supersaturation [17] of the vapor. This equations restricts the minimum diameter of the droplet, and of 

any crystals which can be grown from it, under typically conditions to well above the nanometer level. 

Several techniques to generate smaller droplets have been developed, including the use of 

monodispersed nanoparticles spread in low dilution on the substrate, and the laser ablation of a 

substrate-catalyst mixture so to form a plasma which allows well-separated nanoclusters of the catalyst 

to form as the systems cools [18]. 

During VLS whisker growth, the rate at which wickers grow is dependent on the whicker 

diameter: the larger the whisker diameter, the faster the nanowire grows axially. This is because the 

supersaturation of the metal- alloy catalyst (∆µ)  is the main driving force for nanowhisker growth and 

decreases with decreasing whisker diameter (also known as the Gibbs-Thompson effect): 

.4
0 d

Ω
−∆=∆

αµµ       

Again ∆µ is the main driving force for nanowhisker growth (the supersaturation of the metal droplet). 

More specifically, ∆µ0 is the difference between the chemical potential of the depositing species (Si in the 

above example) in the vapor and solid whisker phase. ∆µ is the initial difference proceeding whisker 

growth (when d →∞ ) ,  while Ω is the atomic volume of Si and α the specific free energy of the wire 

surface. Examination of the above equation, indeed reveals that small diameters (<100 nm) exhibit small 

driving forces for whisker growth while large wire diameters exhibit large driving forces. 

 

Laser-assisted growth 

Laser-assisted growth involves the removal of material from metal-containing solid targets by 

irradiating the surface with high-powered (∼100 mJ/pulse) short (10 Hz) laser pulses, usually with 

wavelengths in the ultraviolet (UV) region of the light spectrum (Fig. 15.7, Fig. 15.8). When such a 

laser pulse is adsorbed by a solid target, material from the surface region of the target absorbs the laser 

energy and either (a) evaporates or sublimates from the surface or is (b) converted into a plasma. These 

particles are easily transferred to the substrate where they can nucleate and grow into nanowires. The 
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laser-assisted growth technique is particularly useful for growing nanowires with high melting 

temperatures, multiconponent or doped nanowires, as well as nanowires with extremely high crystalline 

quality. The high intensity of the laser pulse incident at the target allows the deposition of high melting 

point materials, without having to try to evaporate the material using extremely high temperature 

resistive or electron bombardment heating. Furthermore, targets can simply be made from a mixture of 

materials or even a liquid. Finally, the plasma formed during the laser absorption process allows for the 

deposition of charged particles as well as a catalytic means to lower the activation barrier of reactions 

between target constituents. 

 

 
 

Fig. 15.7. A plasma plume ejected from target during pulse laser deposition. 

 

 
Fig. 15.8. One possible configuration of a PLD deposition chamber. 

 

The vapor, which can be generated by laser ablation [19] or thermal decomposition of 

organometallic compounds [20], determines the composition of the wires. In a typical setup, target 

materials (e.g., InP, CdS, and Si) and silicon substrates covered with gold nanoparticles (serving as 

catalysts) lie at the upstream end and central part of a tube furnace, respectively. The substrate is 

heated to high temperature of 600–1200 °C while the temperature of target material remains room 

temperature. A pulsed laser ablates the target to generate a vapor, which transports, through a flow 

of argon, to the surface of the substrate. This vapor dissolves in the droplets of catalyst until the 
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catalyst is supersaturated with material from the target. At this point, the vapor condenses into 

nanowires through the VLS process [21]. This method has, in principle, the ability to synthesize 

nanowires of most semiconductor materials that can be evaporated by tuning the parameters (e.g., 

power, wavelength and pulse width) of the laser. The size of the catalyst droplets controls the 

diameter of nanowires. The growth time and ablation conditions control the length of the nanowires 

[22].  

 

Solution-Liquid-Solid Process 

By combing nanoparticles of metals (e.g., In, Ga, or Bi) with low melting points as catalysts 

with thermal decomposition of organometallic precursors, an analog of VLS process can be 

extended to liquid phase. This process, so-called solution–liquid–solid process, or SLS, has been 

used to synthesize nanowires made of III–V compounds [23, 24]. For example, nanowires of GaAs 

and InP with small diameters (e.g., 3–17 nm) and relatively narrow diameter distributions were 

synthesized by refluxing 1,3-diisopropylbenzene solutions of corresponding precursors (i.e., 

(tBu)3Ga and As(SiMe3)3 for GaAs, and [Me2InP(SiMe3)2]2 for InP) in the presence of In 

nanoparticles. The SLS process is mainly limited by the availability of suitable organometallic 

precursors.  

The nanowires synthesized via ‘‘bottom-up’’ approaches always have broad distributions in 

both lateral and longitudinal dimensions. Furthermore, lengths greater than 100 µm are difficult to 

achieve. Their surface properties, compositional purity, doping uniformity, and concentration, 

which all strongly influence their electrical properties, are less well defined than those of the single-

crystalline wafers used in the semiconductor industry. 

 

 

15.1.2. ‘‘Top-Down’’ Approaches 

 

The rapid miniaturization of electronics to the submicron scale has led to remarkable 

advances in computing power while at the same time reducing costs. These advances have been 

made possible by many scientific and technological innovations associated with ‘‘top-down’’ 

manufacturing, in which small features are patterned in bulk semiconductor materials by 

lithography, deposition, and other processing to form functional devices. This remarkable trend in 

miniaturization is now universally referred to as Moore’s Law, which dictates that the number of 

transistors per chip doubles every 18–24 months [25, 26]. The magnitude of what has been 

accomplished can be recognized by the fact that it is now possible to fabricate a 100 million 

transistors on a chip of the same size as a single transistor when it was first invented a half century 
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ago. However, as the microelectronic industry advances towards ever smaller devices, it is 

believed that physical and economic limits of current top-down silicon technology will be soon 

reached. First, photolithography- based top-down strategies will soon reach a fundamental 

resolution limit of 70 nm that will limit further reduction in feature sizes using relatively 

conventional optical sources, although solutions such as extreme ultraviolet lithography are being 

explored to overcome this limit. Second, the exponentially increasing cost to construct each new 

generation of fabrication line may limit further miniaturization on the basis of economics alone. 

These and other limitations of current top-down technology have motivated efforts worldwide to 

search for new strategies to meet the expected demand for increased computational power as well as 

for integrating low-cost and flexible computing in unconventional environments in the future [27]. 

Microwires and nanowires can be fabricated from bulk wafers via ‘‘top-down’’ approaches. 

These types of nanowires have well-controlled doping levels, dimensions and crystallinity, which, 

in turn, give them excellent electrical properties for applications in highperformance electronics. 

The critical step involved in ‘‘top-down’’ approaches is to generate patterned mask lines on the 

nanometer scale, using simple lithographic techniques such as phase-shift photolithography with 

soft-phase masks made of poly(dimethylsiloxane) (PDMS) or nanoimprinting [28–30]. For example, 

Si nanowires have been fabricated from multi-layered wafers (i.e., silicon-on-insulator, or SOI 

wafers) through the near-field optical lithography [31]. In this case, exposing photoresist on an SOI 

wafer through an elastomeric phase mask, which forms a conformal contact with the layer of 

photoresist, generates patterned lines with widths ranging from 50 to 300 nm. The features 

patterned in the photoresist film can be transferred onto the underlying wafer using reactive ion 

etching or wet-etching of the top Si layer. After the buried SiO2 layer is selectively dissolved with 

HF solution, Si nanowires are released from the mother wafer. The resulting wires can be further 

thinned through oxidation and selective etching of the outer SiO2 layer. For many applications, this 

approach is unsuitable due to the relatively high cost of these kinds of multilayered wafers (e.g., 

∼$500 for each 6-in. SOI wafer versus ∼$5 for each 6-in. Si wafer). Developing convenient methods 

for generating nanowires from inexpensive wafers is therefore crucial to commercialize electronics. 

Anisotropic chemical etching of single-crystalline wafers provides a route to fabricate 

nanowires from inexpensive wafers with uniform compositions. For example, anisotropic etching of 

a (110) Si wafer with patterned mask lines in a hot aqueous KOH solution can generate trenches 

with vertical profiles (see Fig. 15.9A, step i) [32]. The top surface and partial side surfaces of each 

wall can be covered with a thin film of inert materials (e.g., Ti/Au and Pd), which can withstand the 

etchant of Si, through shadow evaporation (step iii) [33]. Isotropic etching in HF–HNO3–H2O can 

cut the walls at the edges of mask films on side surfaces to release free-standing wires (step iv). Fig. 

15.9B gives a scanning electron microscopy (SEM) image of the sample before Si wires are 
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released. The width of the top surface of each wall is 1.5 µm; this dimension can easily be 

reduced to the nanometer scale by using phase-shift photolithography [34] or nanoimprinting [35]. 

Fig. 15.9C shows an SEM image of the vertical walls with width of 100 nm fabricated by phase-

shift photolithography. The height of each wire can be easily tuned by controlling the incident angle 

(α) of the evaporated material. Many other related approaches can generate similar structures. 

Anisotropic etching of semiconductor wafer that leads to the formation of reverse mesas (i.e., 

structures with newly formed sidewalls with an acute angle relative to the original surface of wafer) 

can be exploited to generate nanowires using only a single etching step. Compound semiconductor 

materials made of group III and V elements are usually crystallized in the form of zinc blende face-

centered cubic (f.c.c.) lattice, whose {111} planes are the most stable [36]. The {111} surface 

terminated by the group III atoms, also called {111}A, is deficient in electron density compared 

with the {111} surface terminated by the group V atoms, or {111}B. This difference makes the 

{111}A surface resistant to chemical oxidation and generally difficult to etch. As a result, sidewalls 

with an acute angle (rather than obtuse angle) relative to top surface can be generated by controlling 

the orientation of stripes of etching mask. As shown in Fig. 15.10A, anisotropic etching of (100) 

wafer patterned with parallel mask lines along (01-1-) crystallographic direction in appropriate 

etchant (e.g., H2O2–H3PO4–H2O for GaAs and Br2-methanol for InP) generates reverse mesas with 

side surfaces terminated by (1-1-1)A and (1-11-)A planes, respectively (step i) [37, 38]. With long 

etching times, the two side walls of each reverse mesa connect to release a wire with triangular 

cross section (step ii). Pure wires with single crystallinity, uniform doping concentrations, and well-

defined crystalline surfaces are collected after removal of the etching mask (step iii).  
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Fig. 15.9. Formation of Si wires from a (110) Si wafer. (A) Steps of the fabrication process: (i) 

anisotropic chemical etching of Si in hot KOH solution using nitride or oxide mask stripes; (ii) 

removal of mask stripes; (iii) shadow deposition of new mask material on the top and side surfaces 

of each vertical wall; (iv) isotropic etching to lift off Si wires. (B) SEM image of Si walls with 

width of ∼1.5 µm before lift off. (C) SEM image of Si walls with top surface width of ∼100 nm.  

 

 
Fig. 15.10. Fabrication of wires by anisotropic chemical etching of a III–V semiconductor wafer 

with top surface of (100) plane. (A) Schematic illustration of the steps: ((i) anisotropic etching using 

mask stripes oriented along (01-1-) direction; (ii) continuous etching and release of wire; (iii) 

removal of etch mask and generation of free-standing, clean wire. (B–E) SEM images of the 

samples formed by etching a GaAs wafer patterned with photoresist (PR) stripes in an aqueous 

solution consisting of 1H3PO4 (85 wt.%) – 13H2O2 (30 wt.%) – 12H2O (v/v/v) at different etching 

times. (B) PR stripes on GaAs wafer before etching. (C and D) Cross section of reverse mesas. (E) 

A random assembly of clean GaAs wires. Etching processes were performed in ice-water bath and 

ambient environment.  

 

Panels B–E of Fig. 15.10 show a series of SEM images of samples obtained at different 

etching times. Fig. 15.10B presents an SEM image of 2 µm wide photoresist (Shipley 1805) lines 

on a (100) GaAs wafer, clearly showing the straight and uniform width along the longitudinal axis. 

The SEM images shown in Panels C and D display reverse mesas formed at short and long etching 

times. Comparison of the lateral dimension between reverse mesas and photoresist lines reveals 

lateral undercutting along with the vertical etching. Fig. 15.10E shows an SEM image of free-

standing GaAs wires randomly assembled on a GaAs substrate. The wires exhibit uniform widths 

(W) of 840 nm along their longitudinal axis. The SEM image shown in the inset displays the 

triangular cross section of each wire, the roughness of the side walls, and the flatness of the top 

surface. The roughness of the side walls originates mainly from the edge roughness of the mask 
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lines. The formation of curved structures indicates that the wires are flexible. The bendability 

increases with decreasing lateral dimensions. Wires with widths of ∼400 nm can form arc shapes 

with radii as small as ∼20 µm [37]. The excellent flexibility of the nanowires allows them to serve 

as active components in flexible macroelectronic devices.  

It is worth noting that the etching generates undercutting and maintains high anisotropy after 

the wires lift off the substrate [37]. As a result, the lateral dimensions of the wires can be easily 

decreased to tens of nanometers by controlling the etching time even when the mask lines have 

widths in the micrometer scale. Fig. 15.11A–D shows SEM images of individual wires obtained by 

etching a GaAs wafer patterned with 2 µm wide mask lines. The wires become thinner with 

increasing etching time, but the triangular cross sections of the wires are preserved. The dependence 

of wire width (W) on etching time is plotted in Fig. 15.11E, which indicates that GaAs wires with 

widths down to 50 nm can be obtained in this fashion. The minimum width is determined by the 

roughness on the side walls. The lengths of the GaAs wires can also be easily tuned by controlling 

the length of mask stripes. Figure 15.11F and G shows SEM images of GaAs rods with average 

lengths of 6.4 and 15.5 µm, respectively. In principle, wires with lengths as long as tens of 

centimeters, i.e., the diameter of original wafer can be fabricated. Figure 15.12 gives a composition 

of several SEM images of long GaAs nanowires with lengths of 1 cm, which indicates that most 

wires are continuous in the observed regions.  

 

 
Fig. 15.11. (A–D) SEM images of GaAs wires that were generated by etching a GaAs wafer 

patterned with 2 µm wide SiO2 stripes at different times: (A) 68, (B) 75, (C) 85, and (D) 93 sec. (E) 
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Plot of the dependence of the average width of GaAs wires with etching time. (F and G) SEM 

images of GaAs rods obtained by etching GaAs wafers patterned with PR stripes of different 

lengths: (F) 10 and (G) 20 µm. Etching conditions were similar to that of Fig. 15.10. 

 

 
Fig. 15.12. SEM images of long GaAs wires. The arrows indicate the same position of the sample. 

 

The physical parameters of nanowires fabricated via ‘‘top-down’’ approaches exhibit good 

uniformity (comparable to the high-quality wafer precursors) and enable easy control over the 

processing. The cost of the wires can be greatly decreased if the resultant mother wafers are 

polished and reused to generate more wires [37]. A disadvantage of the ‘‘top-down’’ approach is 

that the composition of the wires is limited to materials (e.g., Si, Ge, GaAs, InP, etc.) that are 

already available in wafer or thin film forms [37–40]. 
 

 

15.1.3. Nanoscale Building Blocks 

 

Individual molecules [41-45] and quantum dots [46-48], which can be classified as zero-

dimensional (0D) structures, have been proposed as building blocks for bottom-up assembly of 

nanoscale electronics. These 0D structures have been intensively pursued over the past decade since 

they represent the smallest building blocks with corresponding high potential for massive 

integration. However, the use of individual molecules or quantum dots in nanoelectronics has been 

limited by challenges in establishing reliable electrical contacts needed to study their fundamental 

properties and interconnect them. It has thus been difficult to elucidate and understand the intrinsic 

properties of individual devices, and moreover, to develop and demonstrate realistic schemes for 

scalable interconnection and integration of 0D devices into functional architectures. 



 16 

One-dimensional nanostructures have also been the focus of extensive studies worldwide 

due to their unique physical properties and potential to revolutionize broad areas of nanotechnology. 

First, 1D nanostructures represent the smallest dimension structure that can efficiently transport 

electrical carriers, and thus are ideally suited to the critical and ubiquitous task of moving and 

routing charges (information) in nanoscale electronics and optoelectronics. Second, 1D 

nanostructures can also exhibit device function, and thus can be exploited as both the wiring and 

device elements in architectures for functional nanosystems [6, 49]. In this regard, two material 

classes, carbon nanotubes (NTs) [49–60] and semiconductor NWs [61–68], have shown particular 

promise.  

Single-walled carbon NTs can exhibit either metallic or semiconducting behavior depending 

on diameter and helicity [50]. The unique electronic properties of NTs open up the possibility of 

creating a number of different devices that could have potential in nanoelectronics [49, 51-53]. For 

example, single-walled NTs have been used to fabricate room-temperature field effect transistors 

(FETs) [54, 55], diodes [56, 57] and recently, logic circuits [58, 59]. However, the inability to 

control whether NT building blocks are semiconducting or metallic makes specific device 

fabrication largely a random event. Hence, moving beyond proof-of-concept single device elements 

to the integrated arrays required for nanoelectronics poses a serious issue for NT-based approaches. 

A creative solution to the problem of coexisting metallic and semiconducting NTs involves 

selective destruction of metallic tubes [60], although such an approach requires extensive top-down 

lithography and subsequent processing to implement and may not be practical for highly integrated 

nanoelectronics systems. 

Semiconductor NWs [6, 61, 62] represent another important type of nanometer scale wire 

structure. In contrast to NTs, however, semiconductor NWs can be rationally and predictably 

synthesized in single crystal form with all key parameters controlled, including chemical 

composition, diameter and length, and doping/electronic properties [63-65]. Semiconductor NWs 

thus represent one of best-defined and controlled class of nanoscale building blocks, which 

correspondingly have enabled a wide range of devices and integration strategies to be pursued. For 

example, semiconductor NWs have been assembled into nanometer scale FETs [65, 66], p–n diodes 

[66, 67], light emitting diodes (LEDs) [66], bipolar junction transistors [67], complementary 

inverters [67], complex logic gates, and even computational circuits that have been used to carry out 

basic digital calculations [68]. In contrast to NTs, NW devices can be assembled in a rational and 

predictable manner because the size, interfacial properties, and electronic properties of the NWs can 

be precisely controlled during synthesis, and moreover, reliable methods exist for their parallel 

assembly [69]. In addition, it is possible to combine distinct NW building blocks in ways not 

possible in conventional electronics and to leverage the knowledge base that exists for the chemical 
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modification of inorganic surfaces [70, 71] to produce semiconductor NW devices that achieve 

new function and correspondingly could lead to unexpected device and system concepts. 

15.2. GENERATION OF ARRAYS OF ALIGNED NANOWIRES 

A key motivation underlying research on nanoscale devices is the potential to achieve 

integration at a level not possible in conventional microelectronics. To achieve this goal in future 

nanosystems will require the development and implementation of efficient and scalable strategies 

for assembly of nanoscale building blocks into increasingly complex architectures. First, methods 

are needed to assemble NWs into highly integrated arrays with controlled orientation and spatial 

position. Second, approaches must be devised to assemble NWs on multiple length scales and to 

make interconnects between nano-, micro-, and macroscopic worlds. To address these critical next 

levels of organization, the significant efforts have been focused on developing complementary 

strategies for hierarchical assembly of NWs on surfaces.  

Hierarchical assembly of nanowires into well-defined architectures is the cornerstone for 

fabrication of functional devices. In particular, monolayers of aligned nanowires with high density 

and uniform end-to-end registry are critical to build high-performance thin field transistors (TFTs) 

for macroelectronics. A number of approaches have been demonstrated to organize nanowires 

dispersed in solutions into parallel arrays by applying various external forces (e.g., microfluidic 

shear force, electric field, surface compression, and magnetic field) to overcome Brownian motion 

[72-77]. In the VLS process, arrays of aligned nanowires can be in situ grown from metal 

nanoparticles (i.e., catalysts) patterned on substrates with specific crystallographic planes [78-83]. 

Nanowires fabricated using ‘‘top-down’’ approaches can be designed to maintain the order defined 

by lithographic process. The resultant wire arrays can be transfer printed onto any desired substrates 

including plastic sheets [37-40].  

Nanowires synthesized through ‘‘bottom-up’’ approaches are often dispersed in solvents and 

then deposited onto substrates for further applications. Generating organized arrays, which have 

relatively low entropy, requires external forces to manipulate the nanowires. 

 

 

15.2.1. Electrical Field Directed Assembly 

 

Applied electric fields (E-fields) can be used effectively to attract and align NWs due to 

their highly anisotropic structures and large polarizabilities (Fig. 15.13) [66]. The interaction 

between induced wire polarization and electric field aligns the wires parallel to the field direction 

(Fig. 15.14B) [73, 74]. This underlying idea of E-field directed assembly can be readily seen in 
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images of NW solutions aligned between parallel electrodes (Fig. 15.13B), which demonstrate 

that virtually all of the NWs aligned in parallel along the E-field direction. Electric field directed 

assembly can also be used to position individual NWs at specific positions with controlled 

directionality. For example, E-field assembly of NWs between an array of electrodes (Fig. 15.13C) 

clearly shows that individual NWs can be positioned to bridge pairs of diametrically opposed 

electrodes and form a parallel array. In addition, by changing the E-field direction with sequential 

NW solutions, the alignment can be carried out in a layer-by-layer fashion to produce crossed NW 

junctions (Fig. 15.13D). These results demonstrate clearly that E-field directed assembly can be 

used to align and position individual NWs into parallel and crossed arrays, which correspond to two 

basic geometries for integration, and thus provide one robust approach for rational and parallel 

assembly of nanoscale device arrays.  

 

 
Fig. 15.13. E-field directed assembly of NWs. (A) Schematic view of E-field alignment. (B) 

Parallel array of NWs aligned between two parallel electrodes. (C) Spatially positioned parallel 

array of NWs obtained following E-field assembly. The top inset shows 15 pairs of parallel 

electrodes with individual NWs bridging each diametrically opposed electrode pair. (D) Crossed 

NW junction obtained using layer-by-layer alignment with the E-field applied in orthogonal 

directions in the two assembly steps [66]. 
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Fig. 15.14. Strategies for assembly of as-synthesized nanowires dispersed in solvents through 

different external forces: (A) shear flow force formed in microfludic channels; (B) electric field; (C) 

surface pressure generated through the Langmuir–Blodgett technique; and (D) magnetic field. The 

wire array demonstrated in (D) consists of Si wires with Ni stripes sitting on the surface of a thin 

layer of cured polyurethane spin cast on a glass slide.  

 

Electric field directed assembly, which represents the first approach described for assembly 

of 1D nanostructures, also has limitations, including 1) the need for substantial conventional 

lithography to pattern microelectrode arrays used to produce aligning fields, 2) the deleterious effect 

of fringing electric fields at the submicron length scales, 3) it is difficult with this approach to 

generate uniform films of aligned nanowires with high-density coverage over large areas. 

 

 

15.2.2. Fluid Flow Directed Assembly 

 

Microchannel fluidic device 

To achieve a greater flexibility in rational, parallel assembly of 1D nanostructures into 

nanosystems, it has been developed a powerful new approach called fluidic flow directed assembly 

[69]. In this case, a shear flow formed near the surface of substrate provides a force (Fc) to orient 

the wires parallel to the flow direction before they are immobilized on the substrate (see Fig. 

15.14A). The degree of alignment, which is represented by the angle (θ) of nanowires with respect 

to the flow direction, can be controlled by the flow rate. Meanwhile, the spacing between individual 

aligned nanowires can be narrowed by increasing the time for deposition. In this method, NWs (or 



 20 

NTs) can be easily aligned by passing a suspension of NWs through microfluidic channel 

structures, for example, formed between a poly(dimethylsiloxane) (PDMS) mold [84] and a flat 

substrate (Fig. 15.15). Parallel and crossed NW arrays can be readily created using single (Fig. 

15.15A) and sequential crossed (Fig. 15.15B) flows, respectively, for the assembly process. A 

disadvantage of this approach is that it is difficult to produce uniform coverage (i.e., the number of 

tubes per unit area tends to be largest near the place where the nanowire suspension is introduced 

into the channel). 

 

 
Fig. 15.15. Fluid flow directed assembly NWs. (A) A channel is formed when a trench structure is 

brought in contact with a flat substrate. Nanowire assembly is carried out by flowing a NW 

suspension through the channel at a controlled rate and for a set duration. Parallel arrays of NWs are 

observed in the flow direction on the substrate when the trench structure is removed. (B) Crossed 

NW arrays can be obtained by changing the flow direction sequentially in a layer-by-layer assembly 

process [69]. 

 

Parallel assembly of nanowire 

Images of NWs assembled on substrate surfaces (Fig. 15.16A) within microfluidic flows 

demonstrate that virtually all of the NWs are aligned along the flow direction. This alignment 

readily extends over hundreds of micrometers (Fig. 15.16B). Indeed, alignment of the NWs has 

been found to extend up to millimeter length scales, and is limited only by the size of the fluidic 

channels used. The alignment of NWs within the channel flow has been explained within the 

framework of shear flow [85, 86]. Specifically, the channel flow near the substrate surface 

resembles a shear flow and aligns the NWs in the flow direction before they are immobilized on the 

substrate. This idea readily provides the intellectual underpinning needed for controlling the degree 

of alignment and average separation of the NWs. First, higher flow rates produce larger shear forces 
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and will lead to better alignment, and thus the flow rate can be used to control the degree of 

alignment. Indeed, the width of the NW angular distribution with respect to the flow direction 

significantly narrows with increasing flow rate (Fig. 15.16C). Studies of the distribution widths 

measured over a range of flow conditions showed that the width decreased quickly as flow 

increased to a nearly constant value at ∼10mm/sec (where more than 80% of the NWs are aligned 

within ±5° of the flow direction (Fig. 15.16C, inset). 

Second, these studies [69] demonstrated that the average NW density could be controlled by 

the flow duration (Fig. 15.16D). Experiments carried out at constant flow rate show that the NW 

density increases systematically with flow duration, and can, upon extended deposition time, 

produce NW arrays with spacings of the order of 100 nm or less. The relationship between average 

separation and flow duration also depends on and can be further controlled by the chemical 

functionality on the NW and substrate surfaces; that is, strong complementary interactions will 

facilitate deposition from the flow. 

 

 
Fig. 15.16. Parallel assembly of NW arrays. (A) SEM image of a parallel array of InP NWs aligned 

by flow. (B) Optical microscope image of a parallel array of InP NWs aligned over very large area. 

(C) NW angular spread with respect to the flow direction vs. flow rate. The inset shows histogram 

of NW angular distribution at a flow rate of 9.40mm=sec. (D) Average density of NWs vs. flow 

time [69]. 

 

 

Crossed nanowire arrays 

The fluidic flow assembly approach can be used to organize NWs into more complex 

crossed structures, which are critical for building dense nanodevice arrays, using a layer-by-layer 
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deposition process (Fig. 15.15B). The formation of crossed and more complex structures requires 

that the nanostructure–substrate interaction is sufficiently strong that sequential flow steps do not 

affect preceding ones: it was find that this condition is readily achieved. For example, alternating 

the flow in orthogonal directions in a two-step assembly process yields crossbar structures in high 

yield (Fig. 15.17A,B). These data demonstrate that crossbars extending over 100s of microns on a 

substrate with only 100s of nanometers separation between individual cross points are obtained 

through a very straightforward, parallel low cost, and fast process. Fluidic flow directed assembly 

of multiple crossed NW arrays offers significant advantages over previous efforts. First, it is 

intrinsically very parallel and scalable with the alignment readily extending over very large length 

scales. Second, this approach is general for virtually any elongated nanostructure including carbon 

NTs and DNA molecules. Third, it allows for the directed assembly of geometrically complex 

structures by simply controlling the angles between flow directions in sequential assembly steps. 

For example, equilateral triangles (Fig. 15.17C) were easily assembled in a three-layer deposition 

sequence using 60° angles between the three flow directions. The method of flow alignment thus 

provides a flexible way to meet the requirements of many device configurations in the future. An 

important feature of this layer-by-layer assembly scheme is that each NW layer can be independent 

of the preceding one(s), and thus a variety of homo- and hetero-junction configurations can be 

obtained at each crossed point by simply changing the composition of the NW suspension used for 

each flow step. For example, it should be possible to assemble directly and subsequently address 

individual nanoscale devices using our approach with n-type and p-type NWs, in which the NWs 

act as both the wiring and active device elements (see below). 
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Fig. 15.17. Layer-by-layer assembly of crossed NW arrays. (A, B) Typical optical microscope and 

SEM images of crossed arrays of InP NWs obtained in a two-step assembly process with orthogonal 

flow directions for the sequential steps. Arrows indicate the two flow directions. (C) An equilateral 

triangle of GaP NWs obtained in three-step assembly process, with flow directions highlighted by 

arrows [69]. 

 

 

Control of periodicity 

The above results demonstrate clearly the power of the fluidic assembly approach, although 

to enable systems organization with greatest control requires in many cases that the spatial position 

also be defined. To realize this additional constraint on the assembly process, it has been explored 

complementary chemical interactions between chemically patterned substrates and NWs (Fig. 

15.18A). Substrates for alignment are first patterned with two different functional groups, with one 

of the functional groups designed to have a strong attractive interaction with the NW surface, and 

then, following flow alignment, regular, parallel NW arrays with lateral periods the same as those of 

the surface patterns are produced (Fig. 15.18D). These data demonstrate that the NWs are 

preferentially assembled at positions defined by the chemical pattern, and moreover, show that the 

periodic patterns can organize the NWs into regular superstructures. In addition, periodic crossed 

NW arrays can also be envisioned using a substrate with a crossed pattern of chemical functionality. 
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It is important to recognize that the patterned surface alone does not provide good control of the 

1D nanostructure organization. Assembly of NTs [87, 88] and NWs on patterned substrates shows 

that 1D nanostructures align with bridging and looping structures over the patterned areas and show 

little directional control. The use of fluidic flows avoids these significant problems and enables 

controlled assembly in one or more directions. By combining this approach with other surface 

patterning methods, such as phase separation in diblock copolymers [89] and spontaneous ordering 

of molecules [90], it should be possible to generate well-ordered NW arrays without the limitations 

of conventional lithography. 

 

 
Fig. 15.18. Assembly of periodic NW arrays. (A) Schematic view of NW assembly onto a 

chemically patterned substrate. (B, C) Parallel arrays of GaP NWs aligned on poly 

methylmethacrylate (PMMA) patterned surface with 5 and 2 µm separation. (D) Parallel arrays of 

GaP NWs with 500nm separation obtained with a patterned self-assembled monolayer (SAM) 

surface [69]. 

 

 

15.2.3. Langmuir–Blodgett (LB) type techniques 

 

Langmuir–Blodgett (LB) type techniques can push nanowires floating on the water–air 

interface into nematic liquid-crystal structures [75, 76]. In this case, the surfaces of the nanowires 

are first modified with surfactant molecules that have hydrophobic heads facing the water. The 

repulsive interaction between these hydrophobic groups and the water molecules lifts the nanowires 

to the water–air interface. Increasing surface pressure (P) forces nanowires to rotate perpendicular 

to the pressure direction (Fig. 15.14C) in the LB trough. In this manner, a monolayer of aligned 

nanowires forms on the surface of the water. These wire arrays can be transferred onto other 

substrates. The advantage of this approach is that it can achieve high density and large area 
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coverage, both of which are critical requirements for fabrication of high-performance 

macroelectronics. Nevertheless, the surfactant modification on the surfaces of nanowires can affect 

their electrical properties and thus their performance in applications. The resultant nanowire arrays 

also have relatively poor end-to-end registry. Finally, the alignment process can be slow, and the 

transfer mechanism can be inconvenient for many applications.  

 

 

15.2.4. Magnetic Field Assembly 

 

A different approach exploits magnetism to generate, in a high speed and effective manner, 

concentrated and aligned arrays [77]. Here, ribbons or wires are coated with a ferromagnetic 

material such as Ni. An external magnetic field applied to a solution suspension of such elements 

aligns and concentrates them in controlled ways. As shown in Fig. 15.14D, the interaction between 

a magnetic field and ferromagnetic Ni coatings induces the ribbons to align parallel to the magnetic 

field. The aligned ribbons can be fixed such that they maintain their order during the drying process 

by bonding them to the surface of a photocured layer of polyurethane (PU) film (see a typical SEM 

image in Fig. 15.5D). This method can precisely position nanostructures by controlling the 

magnetic field. It is possible to integrate this approach with printing technologies to generate 

patterns over large areas. In addition, the Ni stripes can serve as electrodes in the further TFT 

fabrication because Ni can form a silicide with Si to generate ohmic contacts [91].  

 

 

15.2.5. In Suti Growth of Aligned Nanowires via VLS Process 

 

Nanowires can epitaxially grow vertically to surfaces of appropriate substrates when 

reaction conditions are precisely controlled. As a result, patterning metal nanoparticle catalysts on a 

substrate with specific crystallographic orientation can direct the in situ growth of aligned nanowire 

arrays via the VLS process (see Fig. 15.19A) [78-81]. For example, an array of Si nanowires 

perpendicular to a (111) Si wafer can grow through catalysis of Au nanoparticles (>20nm) 

deposited on the surface of Si wafer because the Si wires prefer to grow along the <111> direction 

[78]. ZnO nanowire arrays can vertically grow on an α-plane (110) sapphire substrate although ZnO 

nanowires tend to grow along the <001> direction. The epitaxial growth of ZnO nanowires on the 

(110) plane of sapphire is attributed to the fact that the α-axis of wurzite ZnO and the c-axis of 

sapphire are related by a factor of four (i.e., αZnO = 3.24A˚ vs. csapphire = 12.99A˚) with mismatching 

less than 0.08% at room temperature [79]. Locations of nanowire arrays grown in this way can be 
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easily controlled by precisely manipulating the positions of Au nanoparticles through various 

lithographic techniques including, for example, soft lithography, e-beam lithography, 

photolithography, and microcontact printing. It is apparent that the density of wire arrays is 

determined by the density of Au nanoparticles on substrate. Arrays formed using this method are 

highly dense and well aligned on the mother substrate, but they might be difficult to transfer to 

plastic sheets while preserving their order. Most recently, it has been reported that the growth 

orientation of ZnO nanowires on sapphire surface could be altered by controlling the size and 

spacing of Au nanoparticles [82]. The results indicate it is necessary to have Au nanodroplet 

catalysts with diameters smaller than 20 nm and spacings larger than 100 nm to achieve horizontal 

growth in the surface plane of substrate (Fig. 15.19B). Au nanoparticles larger than 20 nm always 

yield nanowires with offsurface orientations regardless of the interparticle spacing. Aligned ZnO 

nanowires with diameters less than 10 nm have been grown on the surface of α-plane (112-0) 

sapphire substrates through VLS process combined with prepatterning of thin Au lines of very 

narrow widths. These kinds of wire arrays are suitable for transfer onto plastic substrates for TFTs, 

but it is difficult to increase the wire density due to relatively large spacing between Au 

nanoparticles.  

 

 
Fig. 15.19. In situ growth of nanowire arrays on substrates via the VLS process: (A) wire array 

perpendicular to surface of substrate; (B) wire array in the plane of substrate; (C) wire array grown 

on substrate in nanochannels.  
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The ‘‘grow-in-place’’ approach demonstrates the ability to produce self-assembled, 

crystalline Si nanowires by combining the VLS growth mechanism with lithographically fabricated 

nanochannels as growth templates [83]. As shown in Fig. 15.19C, Au lines that have heights and 

widths on the nanometer scale are first generated on an insulating substrate through e-beam 

lithography, deposition of metal and lift-off. A capping layer (e.g., silicon nitride) is then deposited 

over the substrate, followed by photolithographic patterning and selective dry etching. The Au lines 

under the capping layer are shortened to slugs with lengths of several micrometers by wet etching. 

In this configuration, the remaining Au in the center of channels serves as catalyst for the growth of 

semiconductor nanowires (i.e., Si), while the nanochannels act as templates to confine the 

dimensions of nanowires. When the Au slug is longer than 10 µm, the silicon cannot saturate the 

whole slug, but instead locally saturates the ends. The nanodroplet of Au–Si alloy at each end 

induces the growth of one wire by continuous transfer of SiH4 – H2 gas. As a result, two Si 

nanowires separated by the remaining Au slug form in the nanochannel. These two wires join 

together to form a continuous wire when the Au slug is short enough (e.g., < 2 µm). The resultant 

wires have well-controlled size, shape, orientation, and positioning. On the other hand, the use of e-

beam lithography makes it expensive to generate wire arrays with large area. 

 

 

15.2.6. Dry Transfer Printing of Wire Arrays  

 

Nanowires fabricated via ‘‘top-down’’ approaches can inherit the order of the lithographic 

patterns used to produce them. Ordered nanowires produced in this manner can be transfer printed 

onto any desired substrates, such as plastic sheets. For example, Fig. 15.20A summarizes the steps 

for generating and transferring nanowire arrays of GaAs to a plastic substrate, i.e., poly(ethylene 

terephthalate) (PET) sheet [37]. If patterned SiO2 lines (etch masks) surrounded by bulk SiO2 film 

are defined on the surface of a (100) wafer, both ends of each GaAs wire generated from anisotropic 

chemical etching connect to the mother wafer. This connection confines the wires and preserves the 

spatial orientation defined by the pattern of SiO2. GaAs wire arrays can be transfer printed to plastic 

sheets with retention of their orientation and relative position using a polydimethylsiloxane (PDMS) 

stamp. In the transfer printing process, the PDMS stamp is slightly oxidized to generate a 

hydrophilic surface by exposing it to a weak oxygen plasma or ozone. Contacting the oxidized 

PDMS stamp with SiO2-covered GaAs wafer generates strong chemical bonding due to the 

formation of covalent siloxane (Si–O–Si) linkages between PDMS and SiO2 via a condensation 

reaction. This bonding is strong enough to break the crystalline connections at the ends of wires. 

Peeling the PDMS stamp away from the GaAs substrate transfers all of the wires to the stamp. The 

http://en.wikipedia.org/wiki/Polydimethylsiloxane
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remaining GaAs wafer after this transfer step can be polished to regenerate a flat surface for 

fabrication of more wires. The combination of wafer polishing with wire fabrication has the 

capability to generate a huge number of GaAs wires from a single piece of wafer, thus significantly 

decreasing the cost per wire.  

 

 

Fig. 15.20. Transfer printing wire arrays formed via ‘‘top-down’’ approaches: (A) schematic 

illustration of steps for transfer printing GaAs wire arrays generated by anisotropic etching; (B and 

C) optical microscopic images of (B) single and (C) double layers of GaAs wire arrays transfer 

printed on PET substrates.  

 

In the next step, a photocurable polymer, such as polyurethane (PU), is used as a glue to 

bind the GaAs wires to a polyethylene terephthalate (PET) substrate. Placing the PDMS stamp 

(with GaAs wires) against a PET sheet coated with a thin layer of PU (thickness between one and 

tens of micrometers, determined by spin speed) forms conformal contact by pushing the surfaces of 

the wires into the liquid PU. Illuminating the sample with a UV lamp crosslinks and solidifies the 

PU layer, resulting in the formation of a strong bond between the cured PU and the GaAs wires and 

the underlying PET substrate. Peeling off the PDMS stamp and dissolving the SiO2 stripes leave the 

GaAs wire arrays embedded in the matrix of cured PU with order and crystallographic orientation 

similar to those of the wires prior to transfer. The top flat surfaces of the wires are facing up, and 

can be exploited for subsequent device fabrication steps.  
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Figure 15.20B gives an optical image of a PU/PET substrate with GaAs wire arrays, 

indicating that all of GaAs wires were transfer printed onto the PET substrate with preservation of 

order and spatial orientation. The inset shows an SEM image taken from the same sample, clearly 

showing that the GaAs wires were well embedded in the cured PU. The flat top surface of each wire 

is exposed for further applications. The transfer printing process can be repeated to generate 

multiple layers of GaAs wire arrays on the same PET substrate. Fig. 15.20C presents an optical 

image of a sample with two layers of wire arrays formed by rotating the second layer with ∼45° 

relative to the first layer. The bottom left inset is an SEM image of the cross section of this sample, 

indicating that the two individual layers of GaAs wire arrays are well separated by the cured PU. 

These PU layers can electrically insulate circuits or devices built on different layers of GaAs wire 

arrays. This ‘‘dry transfer printing’’ process combined with the ‘‘top-down’’ fabrication approach is 

promising for applications related to high-performance macroelectronics. It controls well the 

crystallographic orientation of transferred wires, with the top (100) surfaces facing up to provide an 

extremely flat surface (similar to that of original wafer) for device fabrication. The use of SiO2 

stripes as etch mask and buffer layer for the transfer prevents the (100) surfaces of the GaAs wires 

from becoming contaminated by organics used in the processing. In addition, conformal contact 

between PDMS stamp and liquid PU generates GaAs wires conformally bound to, and embedded in 

cured PU, which prevents the wires from moving, especially when the plastic substrates are bent or 

twisted. 

Circuits for macroelectronics are fabricated on substrates with sizes much larger than 

semiconductor wafers. Active semiconductor films usually occupy only 10–20% area of the whole 

substrate, and the remaining regions are used to build interconnection between individual device 

units (e.g., transistors). Therefore, wire arrays generated on a mother wafer can be selectively 

transferred from certain regions rather than the whole surface, thus further decreasing the cost of 

fabrication. Fig. 15.21A shows a diagram for printing nanowire arrays generated from a single 

wafer over large areas on a plastic substrate. This process uses a PDMS stamp with patterned posts. 

Placing the stamp against the wafer and peeling it off picks up only the wires that contact with the 

surface of extrusive posts. The printing process can transfer patches of wire arrays onto plastic 

substrates. Repeating the steps over the remaining wires on the mother wafer can yield organized 

arrays of wires over large areas on a plastic substrate. Fig. 15.21B gives an optical image of patches 

consisting of GaAs wire arrays that were transfer printed on a PU+PET substrate. The image with 

relatively high magnification (as shown in Fig. 15.21C) shows that the wires of each patch are well 

aligned and have good end-to-end registry. This transfer printing process can be extended to wire 

arrays of other materials (e.g., InP, Si, etc.) fabricated via ‘‘top-down’’ approaches [37, 39, 92]. For 

instance, Fig. 15.21D shows a 5” × 5” PET sheet with patterned patches of Si ribbons. 
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Fig. 15.21. Transfer printing patches of wire arrays on plastic substrates using PDMS stamps with 

patterned posts: (A) schematic illustration of this process; (B and C) optical images of patches of 

arrays of 50 µm long GaAs wires; (D) a large-area sample with transfer printed Si ribbons on a PET 

substrate.  

 

 

15.2.7. Future Directions 

 

The above data demonstrate clearly ordering of NW structures over multiple length scales -

organization of nanometer diameter wires with 100 nm to micrometer scale separations over 

millimeter scale areas. This hierarchical order can readily bridge the microscopic and macroscopic 

worlds, although eventual device formation still requires conventional lithography to define metallic 

contact electrodes to the NWs. It is possible to eliminate this step by direct assembly of NWs onto 

predefined metallic electrode arrays [74] that have been deposited by either via conventional or 
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unconventional (e.g., microcontact printing or imprinting methods) lithography techniques. 

Lastly, it will also be beneficial to develop further these approaches in the future to enable more 

complex assembly, such as the selective parallel assembly of two or more electronically distinct 

NWs and/or NWs with different lengths. 

 

15.3. CHARACTERIZATION AND PHYSICAL PROPERTIES OF NANOWIRES 

 

 

The discovery and investigation of nanostructures were stimulated by advances in various 

characterization and microscopy techniques that enable materials characterization to take place at 

smaller and smaller length scales, reaching down to individual atoms. For applications, 

characterization of the nanowire structural properties is especially important so that a reproducible 

relationship between their desired functionality and their geometrical and structural characteristics 

can be established. Due to the enhanced surface-to-volume ratio in nanowires, their properties may 

depend sensitively on their surface condition and geometrical configuration. Even nanowires made 

of the same material may possess dissimilar properties due to differences in their crystal phase, 

crystalline size, surface conditions, and aspect ratios, which depend on the synthesis methods and 

conditions used in their preparation. 

 

 

15.3.1. Structural Characterization 

 

Structural and geometric factors play an important role in determining the various attributes 

of nanowires, such as their electrical, optical and magnetic properties. Various novel tools, therefore, 

have been developed and employed to obtain this important structural information at the nanoscale. 

At the micron scale, optical techniques are extensively used for imaging structural features. Since 

the sizes of nanowires are usually comparable to or, in most cases, much smaller than the 

wavelength of visible light, traditional optical microscopy techniques are usually limited in 

characterizing the morphology and surface features of nanowires. Electron microscopy techniques, 

therefore, play a more dominant role at the nanoscale. Since electrons interact more strongly than 

photons, electron microscopy is particularly sensitive relative to X-rays for the analysis of tiny 

samples. 

Let’s review and give examples of how scanning electron microscopy, transmission electron 

microscopy, scanning probe spectroscopies, and diffraction techniques are used to characterize the 
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structure of nanowires. To provide the necessary basis for developing reliable structure-property 

relations, multiple characterization tools to the same samples are applied. 

 

Scanning Electron Microscopy (SEM) 

SEM usually produces images down to length scales of ∼10 nm and provides valuable 

information regarding the structural arrangement, spatial distribution, wire density, and geometrical 

features of the nanowires. Examples of SEM micrographs shown in Figs. 15.22 and 15.23 indicate 

that structural features at the 10 nm to 10μm length scales can be probed, providing information on 

the size, size distribution, shapes, spatial distributions, density, nanowire alignment, filling factors, 

granularity etc.  

 

 
Fig. 15.22. (a) SEM images of the top surfaces of porous anodic alumina templates anodized with 

an average pore diameter of 44 nm [93]. (b) SEM image of the particle track-etched polycarbonate 

membrane, with a pore diameter of 1μm [94]. 

 
Fig. 15.23. (a) SEM image of a Bi2Te3 nanowire array in cross section showing a relatively high 

pore filling factor. (b) SEM image of a Bi2Te3 nanowire array composite along the wire axis [95]. 

 

As another example, Fig. 15.24a shows an SEM image of ZnO nanowire arrays grown on a 

sapphire substrate [96], which provides evidence for the nonuniform spatial distribution of the 

nanowires on the substrate. This distribution was attained by patterning the catalyst film to define 

high density growth regions and nanowire-free regions. Figure 15.24b, showing a higher 
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magnification of the same system, indicates that these ZnO nanowires grow perpendicular to the 

substrate, are well aligned with approximately equal wire lengths, and have wire diameters in the 

range of 20 < dW < 150 nm. The SEM micrograph in Fig. 15.24c provides further information about 

the surface of the nanowires, showing it to be well-faceted and forming a hexagonal crosssection, 

indicative of nanowire growth along the <0001> direction. The uniformity of the nanowire size, its 

alignment perpendicular to the substrate, and its uniform growth direction, as suggested by the SEM 

data, are linked to the good epitaxial interface between the (0001) plane of the ZnO nanowire and 

the (110) plane of the sapphire substrate. (The crystal structures of ZnO and sapphire are essentially 

incommensurate, with the exception that the a axis of ZnO and the c axis of sapphire are related 

almost exactly by a factor of 4, with a mismatch of less than 0.08% at room temperature [96].) The 

well-faceted nature of these nanowires has important implications for their lasing action. Figure 

15.25 shows an SEM image of GaN nanowires synthesized by a laser-assisted catalytic growth 

method [97], indicating a random spatial orientation of the nanowire axes and a wide diameter 

distribution for these nanowires, in contrast to the ZnO wires in Fig. 15.24 and to arrays of well-

aligned nanowires prepared by template-assisted growth (see Fig. 15.23). 

 

 
Fig. 15.24. SEM images of ZnO nanowire arrays grown on a sapphire substrate, where (a) shows 

patterned growth, (b) shows a higher resolution image of the parallel alignment of the nanowires, 

and (c) shows the faceted side-walls and the hexagonal cross section of the nanowires. For nanowire 

growth, the sapphire substrates were coated with a 1.0 to 3.5 nm thick patterned layer of Au as the 

catalyst, using a TEM grid as the shadow mask. These nanowires have been used for nanowire laser 

applications [96]. 
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Fig. 15.25. SEM image of GaN nanowires in a mat arrangement synthesized by laser-assisted 

catalytic growth. The nanowires have diameters and lengths on the order of 10 nm and 10μm, 

respectively [97]. 

 

 

Transmission Electron Microscopy (TEM) 

TEM and high resolution transmission electron microscopy (HRTEM) are powerful imaging 

tools to study nanowires at the atomic scale, and they usually provide more detailed geometrical 

features than are seen in SEM images. TEM studies also yield information regarding the crystal 

structure, crystal quality, grain size, and crystal orientation of the nanowire axis. When operating in 

the diffraction mode, selected area electron diffraction (SAED) patterns can be made to determine 

the crystal structure of nanowires. As an example, the TEM images in Fig. 15.26 show four 

different morphologies for Si nanowires prepared by the laser ablation of a Si target [98]: (a) spring-

shaped; (b) fishbone-shaped (indicated by solid arrow) and frog-egg-shaped (indicated by the 

hollow arrow), (c) pearl-shaped, while (d) shows the poly-sites of nanowire nucleation. The crystal 

quality of nanowires is revealed from high resolution TEM images with atomic resolution, along 

with selected area electron diffraction (SAED) patterns. For example, Fig. 15.27 shows a TEM 

image of one of the GaN nanowires from Fig. 15.25, indicating single crystallinity and showing 

(100) lattice planes, thus demonstrating the growth direction of the nanowire. This information is 

supplemented by the corresponding electron diffraction pattern in the upper right.  
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Fig. 15.26. TEM morphologies of four special forms of Si nanowires synthesized by the laser 

ablation of a Si powder target. (a) A springshaped Si nanowire; (b) fishboneshaped (indicated by a 

solid arrow) and frog-egg-shaped (indicated by a hollow arrow) Si nanowires; and (c) pearl-shaped 

nanowires, while (d) shows poly-sites for the nucleation of silicon nanowires (indicated by arrows) 

[98]. 

 

 
Fig. 15.27. Lattice resolved high resolution TEM image of one GaN nanowire (left) showing that 

(100) lattice planes are visible perpendicular to the wire axis. The electron diffraction pattern (top 
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right) was recorded along the <001> zone axis. A lattice-resolved TEM image (lower right) 

highlights the continuity of the lattice up to the nanowire edge, where a thin native oxide layer is 

found. The directions of various crystallographic planes are indicated in the lower right figure [97]. 

 

The high resolution of the TEM also allows for the investigation of the surface structure of 

the nanowires. In many cases the nanowires are sheathed with a native oxide layer or an amorphous 

oxide layer that forms during the growth process.  

This can be seen in Fig. 15.28b for silicon nanowires and in Fig. 15.29 for germanium 

nanowires [99], showing a mass-thickness contrast TEM image and a selected-area electron 

diffraction pattern of a Ge nanowire. The main TEM image shows that these Ge nanowires possess 

an amorphous GeO2 sheath with a crystalline Ge core oriented in the [211] direction.  

 

 
 

Fig. 15.28. (a) TEM images of Si nanowires produced after laser ablating a Si0.9Fe0.1 target. The 

dark spheres with a slightly larger diameter than the wires are solidified catalyst clusters [100]. (b) 

Diffraction contrast TEM image of a Si nanowire. The crystalline Si core appears darker than the 

amorphous oxide surface layer. The inset shows the convergent beam electron diffraction pattern 

recorded perpendicular to the wire axis, confirming the nanowire crystallinity [100]. (c) STEM 

image of Si/Si1−xGex superlattice nanowires in the bright field mode. The scale bar is 500 nm 

[101]. 
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Fig. 15.29. A mass-thickness contrast TEM image of a Ge nanowire taken along the [01-1] zone 

axis and a selected area electron diffraction pattern (upper left inset) [99]. The Ge nanowires were 

synthesized by laser ablation of a mixture of Ge and GeO2 powder. The core of the Ge nanowire is 

crystalline, while the surface GeO2 is amorphous. 

 

Dynamical processes of the surface layer of nanowires can be studied by using an in situ 

environmental TEM chamber, which allows TEM observations to be made while different gases are 

introduced or as the sample is heat treated at various temperatures, as illustrated in Fig. 15.30. The 

figure shows high resolution TEM images of a Bi nanowire with an oxide coating and the effect of a 

dynamic oxide removal process carried out within the environmental chamber of the TEM [102]. 

The amorphous bismuth-oxide layer coating the nanowire (Fig. 15.30a) is removed by exposure to 

hydrogen gas within the environmental chamber of the TEM, as indicated in Fig. 15.30b.  
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Fig. 15.30. High resolution transmission electron microscope (HRTEM) image of a Bi nanowire 

(left) before and (right) after annealing in hydrogen gas at 130 ◦C for 6 hours within the 

environmental chamber of the HRTEM instrument to remove the oxide surface layer [102]. 

 

By coupling the powerful imaging capabilities of TEM with other characterization tools, 

such as an electron energy loss spectrometer (EELS) or an energy dispersive X-ray spectrometer 

(EDS) within the TEM instrument, additional properties of the nanowires can be probed with high 

spatial resolution. With the EELS technique, the energy and momentum of the incident and 

scattered electrons are measured in an inelastic electron scattering process to provide information 

on the energy and momentum of the excitations in the nanowire sample. Fig. 15.31 shows the 

dependence on nanowire diameter of the electron energy loss spectra of Bi nanowires. The spectra 

were taken from the center of the nanowire, and the shift in the energy of the peak position (Fig. 

15.31) indicates the effect of the nanowire diameter on the plasmon frequency in the nanowires. 

The results show changes in the electronic structure of Bi nanowires as the wire diameter decreases 

[103]. Such changes in electronic structure as a function of nanowire diameter are also observed in 

their transport and optical properties and are related to quantum confinement effects.  

 

 
Fig. 15.31. Electron energy loss spectra (EELS) taken from the center of bismuth nanowires with 

diameters of 35, 60, and 90 nm. The shift in the volume plasmon peaks is due to the wire diameter 

effects on the electronic structure [103]. 

 

EDS measures the energy and intensity distribution of X-rays generated by the impact of the 

electron beam on the surface of the sample. The elemental composition within the probed area can 
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be determined to a high degree of precision. The technique was particularly useful for the 

compositional characterization of superlattice nanowires [101] and core-sheath nanowires [104].  

 

Scanning Tunneling Probes 

Several scanning probe techniques [105], such as scanning tunneling microscopy (STM), 

electric field gradient microscopy (EFM) [106], magnetic field microscopy (MFM) [107], and 

scanning thermal microscopy (SThM) [108], combined with atomic force microscopy (AFM), have 

been employed to study the structural, electronic, magnetic, and thermal properties of nanowires. A 

scanning tunneling microscope can be employed to reveal both topographical structural information, 

such as that illustrated in Fig. 15.32, as well as information on the local electronic density of states 

of a nanowire, when used in the STS (scanning tunneling spectroscopy) mode.  

 

 
Fig. 15.32. STM height images, obtained in the constant current mode, of MoSe chains deposited 

on an Au(111) substrate. (a) A single chain image, and (b) a MoSe wire bundle. (c) and (d) Images 

of MoSe wire fragments containing 5 and 3 unit cells, respectively [105]. The scale bars are all 1 

nm. 

 

Figure 15.32 shows STM height images (taken in the constant current STM mode) of MoSe 

molecular wires deposited from a methanol or acetonitrile solution of Li2Mo6Se6 on to Au 

substrates. The STM image of a single MoSe wire (Fig. 15.32a) exhibits a 0.45 nm lattice repeat 
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distance in a MoSe molecular wire. When both STM and STS measurements are made on the 

same sample, the electronic and structural properties can be correlated, for example, as in the joint 

STM/STS studies on Si nanowires [109], showing alternating segments of a single nanowire 

identified with growth along [110] and [112] directions, and different I–V characteristics measured 

for the [110] segments as compared with the [112] segments.  

Magnetic field microscopy (MFM) has been employed to study magnetic polarization of 

magnetic nanowires embedded in an insulating template, such as an anodic alumina template. For 

example, Fig. 15.33a shows the topographic image of an anodic alumina template filled with Ni 

nanowires, and Fig. 15.33b demonstrates the corresponding magnetic polarization of each nanowire 

in the template. This micrograph shows that a magnetic field microscopy probe can distinguish 

between spin-up and spin-down nanowires in the nanowire array, thereby providing a method for 

measuring interwire magnetic dipolar interactions [107]. 

 

 
Fig. 15.33. (a) Topographic image of a highly ordered porous alumina template with a period of 100 

nm filled with 35 nm diameter nickel nanowires. (b) The corresponding MFM (magnetic force 

microscope) image of the nano-magnet array, showing that the pillars are magnetized alternately 

“up” (white) and “down” (black) [107]. 

 

 

X-Ray Analysis 

Other characterization techniques commonly used to study the crystal structure and chemical 

composition of nanowires include X-ray diffraction and X-ray energy dispersion analysis (EDAX). 

The peak positions in the X-ray diffraction pattern can be used to determine the chemical 

composition and the crystal phase structure of the nanowires. For example, Fig. 15.34 shows that Bi 

nanowires have the same crystal structure and lattice constants as bulk bismuth.  
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Fig. 15.34. XRD patterns of bismuth/anodic alumina nano-composites with average bismuth wire 

diameters of (a) 40 nm, (b) 52 nm, and (c) 95 nm [110]. The Miller indices corresponding to the 

lattice planes of bulk Bi are indicated above the individual peaks. The majority of the Bi nanowires 

are oriented along the [101-1] and [011-2] directions for dW ≥ 60 nm and dW ≤ 50 nm, respectively 

[106, 110]. The existence of more than one dominant orientation in the 52-nm Bi nanowires is 

attributed to the transitional behavior of intermediate-diameter nanowires as the preferential growth 

orientation is shifted from [101-1] to [011-2] with decreasing dW. 

 

Both the X-ray diffraction pattern (XRD) for an array of aligned Bi nanowires (Fig. 15.34) and the 

SAED pattern for individual Bi nanowires [106] suggest that the nanowires have a common axis of 

crystal orientation. As another example of an XRD pattern for an array of aligned nanowires, Fig. 

15.35 shows the X-ray iffraction pattern of the ZnO nanowires displayed in Fig. 15.24. Only (00l) 

diffraction peaks are observed for these aligned ZnO nanowires, indicating that their preferred 

growth direction is (001) along the wire axis. A similar preferred growth orientation was also 

observed for Bi nanowires produced by high pressure injection, while the vapor phase and low 

pressure injection filling techniques give preferred alignment along lower symmetry axes (see Fig. 

15.34). EDAXhas been used to determine the chemical composition, stoichiometry of compound 

nanowires, or the impurity content in the nanowires. But the results from EDAX analysis should be 

interpreted carefully to avoid systematic errors. 
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Fig. 15.35. X-ray diffraction pattern of aligned ZnO nanowires (see Fig. 15.24) grown on a sapphire 

substrate. Only [00l] diffraction peaks are observed for the nanowires, owing to their well-oriented 

growth orientation. Strong diffraction peaks for the sapphire substrate are also found [96]. 

 

 

15.3.2. Transport Properties 

 

The study of nanowire electrical transport properties is important for nanowire 

characterization, electronic device applications, and the investigation of unusual transport 

phenomena arising from one-dimensional quantum effects. Important factors that determine the 

transport properties of nanowires include the wire diameter (important for both classical and 

quantum size effects), material composition, surface conditions, crystal quality, and the 

crystallographic orientation along the wire axis, which is important for materials with anisotropic 

materials parameters, such as the effective mass tensor, the Fermi surface, or the carrier mobility. 

Electronic transport phenomena in low-dimensional systems can be roughly divided into two 

categories: ballistic and diffusive transport. Ballistic transport phenomena occur when electrons 

travel across the nanowire without any scattering. In this case, the conduction is mainly determined 

by the contacts between the nanowire and the external circuit, and the conductance is quantized into 

an integral number of universal conductance units G0 = 2e2/h [111, 112]. Ballistic transport 

phenomena are usually observed in very short quantum wires, such as those produced by using 

mechanically controlled break junctions (MCBJ) [113, 114] where the electron mean free path is 

much longer than the wire length, and the conduction is a pure quantum phenomenon. To observe 

ballistic transport, the thermal energy must also obey the relation kBT << εj −εj−1, where εj −εj−1 is 

the energy separation between subband levels j and j−1. On the other hand, for nanowires with 
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lengths much larger than the carrier mean free path, the electrons (or holes) undergo numerous 

scattering events when they travel along the wire. In this case, the transport is in the diffusive 

regime, and the conduction is dominated by carrier scattering within the wires due to phonons 

(lattice vibrations), boundary scattering, lattice and other structural defects, and impurity atoms. 

 

Conductance Quantization in Metallic Nanowires 

The ballistic transport of 1-D systems has been extensively studied since the discovery of 

quantized conductance in 1-D systems in 1988 [111, 112]. The phenomena of conductance 

quantization occur when the diameter of the nanowire is comparable to the electron Fermi 

wavelength, which is on the order of 0.5nm for most metals [115]. Most conductance quantization 

experiments up to the present were performed by joining and separating two metal electrodes. As 

the two metal electrodes are slowly separated, a nano-contact is formed before it breaks completely 

(see Fig. 15.36a), and conductance in integral multiple values of G0 is observed through these nano-

contacts. Fig. 15.36b shows the conductance histogram built with 18,000 contact breakage curves 

between two gold electrodes at room temperature [116], with the electrode separation up to ∼ 1.8 

nm. The conductance quantization behavior is found to be independent of the contact material and 

has been observed in various metals, such as Au [116], Ag, Na, Cu [117], and Hg [118]. For 

semimetals such as Bi, conductance quantization has also been observed for an electrode separation 

of as long as 100 nm at 4K because of the long Fermi wavelength (∼26 nm) [115], indicating that 

the conductance quantization may be due to the existence of well-defined quantum states localized 

at a constriction instead of resulting from the atom rearrangement as the electrodes separate. Since 

the conductance quantization is observed only in breaking contacts, or for very narrow and very 

short nanowires, most nanowires of practical interest (possessing lengths of several microns) lie in 

the diffusive transport regime, where the carrier scattering is significant and should be considered. 

 

 
Fig. 15.36. (a) Schematic representation of the last stages of the contact breakage process [116]. (b) 

Histogram of conductance values built with 18,000 gold contact breakage experiments in air at 
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room temperature, showing conductance peaks at integral values of G0. In this experiment the 

gold electrodes approach and separate at 89,000 A°/s [116]. 

 

I–V Characterization of Semiconducting Nanowires. 

The electronic transport behavior of nanowires may be categorized based on the relative 

magnitude of three length scales: carrier mean free path lW, the de Broglie wavelength of electrons 

λe, and the wire diameter dW. For wire diameters much larger than the carrier mean free path (dW >> 

lW ), the nanowires exhibit transport properties similar to bulk materials, which are independent of 

the wire diameter, since the scattering due to the wire boundary is negligible compared to other 

scattering mechanisms. For wire diameters comparable or smaller than the carrier mean free path 

(dW ∼ lW  or dW < lW) but still much larger than the de Broglie wavelength of the electrons (dW >> λe), 

the transport in nanowires is in the classical finite size regime, in which the band structure of the 

nanowire is still similar to that of bulk while the scattering events at the wire boundary alter their 

transport behavior. For wire diameters comparable to the electronic wavelength dW ∼ λe, the 

electronic density of states is altered dramatically and quantum subbands are formed due to the 

quantum confinement effect at the wire boundary. In this regime, the transport properties are further 

influenced by the change in the band structure. Transport properties for nanowires in the classical 

finite size and quantum size regimes, therefore, are highly diameter-dependent.  

Researchers have investigated the transport properties of various semiconducting nanowires 

and have demonstrated their potential for diverse electronic devices, such as for p-n diodes [119, 

120], field effect transistors [119], memory cells, and switches [121]. The nanowires studied so far 

in this context have usually been made from conventional semiconducting materials, such as group 

IV and III-V compound semiconductors via the VLS growth method, and their nanowire properties 

have been compared to their well-established bulk properties. Interestingly, the physical principles 

for describing bulk semiconductor devices also hold for devices based on these semiconducting 

nanowires with wire diameters of tens of nanometers. For example, Fig. 15.37 shows the current–

voltage (I–V) behavior of a 4-by-1 crossed p-Si/n-GaN junction array at room temperature [119]. 

The long horizontal wire in the figure is a p-Si nanowire (10–25 nm in diameter) and the four short 

vertical wires are n-GaN nanowires (10–30 nm in diameter). Each of the four nanoscale cross points 

independently forms a p-n junction with current rectification behavior, as shown by the I–Vcurves 

in Fig. 15.37, and the junction behavior (e.g., the turn-on voltage) can be controlled by varying the 

oxide coating on these nanowires [119]. 
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Fig. 15.37. I–V behavior for a 4(p) by 1(n) crossed p-Si/ n-GaN junction array shown schematically 

in the inset. The four curves represent the I–V response for each of the four junctions, showing 

similar current rectifying characteristics in each case. The length scale bar between the two middle 

junctions is 2μm [119]. The p-Si and n-GaN nanowires are 10–25 nm and 10–30 nm in diameter, 

respectively 

 

The nanowire junction diodes with a high turn-on voltage (∼ 5V) by increasing the oxide 

thickness at the junctions have been demonstrated. The high turn-on voltage enables the use of the 

junction in a nanoscale FET as shown in Fig. 15.38 [119], where I–V data for a p-Si nanowire are 

presented, for which the n-GaN nanowire with a thick oxide coating is used as a nanogate. By 

varying the nano-gate voltage, the conductance of the p-Si nanowire can be changed by more than a 

factor of 105 (lower curve in the inset), whereas the conductance changes by only a factor of ten 

when a global back-gate is used (top curve in the inset of Fig. 15.38). This behavior may be due to 

the thin gate dielectric between the crossed nanowires and the better control of the local carrier 

density through a nano-gate. Based on the gate-dependent I–V data of these p-Si nanowires, it is 

found that the mobility for holes in the p-Si nanowires may be higher than that for bulk p-Si, 

although further investigation is required for a complete understanding. 
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Fig. 15.38. Gate-dependent I–V characteristics of a crossed nanowire field-effect transistor (FET). 

The n-GaN nanowire is used as the nano-gate, with the gate voltage indicated (0, 1, 2, and 3 V). The 

inset shows the current vs. Vgate for a nanowire gate (lower curve) and for a global back-gate (top 

curve) when the bias voltage is set at 1V [119]. 

 

Because of the enhanced surface-to-volume ratio of nanowires, their transport behavior may 

be modified by changing their surface conditions. For example, researchers have found that by 

coating n-InP nanowires with a layer of redox molecules such as cobalt phthalocyanine, the 

conductance of the InP nanowires may change by orders of magnitude by altering the charge state 

of the redox molecules to provide bistable nanoscale switches [121]. The resistance (or 

conductance) of some nanowires (e.g., Pd nanowires) is also very sensitive to the presence of 

certain gases (e.g., H2) [122, 123], and this property may be utilized for sensor applications to 

provide improved sensitivity compared to conventional sensors based on bulk material. 

Although it remains unclear how the size may influence the transport properties and device 

performance of semiconducting nanowires, many of the larger diameter semiconducting nanowires 

are expected to be described by classical physics, since their quantization energies ℏ 2/(2med2
W) are 

usually smaller than the thermal energy kBT. By comparing the quantization energy with the thermal 

energy, the critical wire diameter below which quantum confinement effects become significant is 

estimated to be 1 nm for Si nanowires at room temperature, which is much smaller than the size of 

many of the semiconducting nanowires that have been investigated so far. By using material 

systems with much smaller effective carrier masses me (such as bismuth), the critical diameter for 

which such quantum effects can be observed is increased, thereby facilitating the study of quantum 

confinement effects. It is for this reason that the bismuth nanowire system has been studied so 

extensively. Furthermore, since the crystal structure and lattice constants of bismuth nanowires are 
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the same as for 3-D crystalline bismuth, it is possible to carry out detailed model calculations to 

guide and to interpret transport and optical experiments on bismuth nanowires. For these reasons, 

bismuth can be considered as a model system for studying 1-D effects in nanowires. 

 

Temperature-Dependent Resistance Measurements. 

Although nanowires with electronic properties similar to their bulk counterparts are 

promising for constructing nano-devices based on well-established knowledge of their bulk 

counterparts, it is expected that quantum size effects in nanowires will likely be utilized to generate 

new phenomena absent in bulk materials and thus provide enhanced performance and novel 

functionality for certain applications. In this context, the transport properties of bismuth (Bi) 

nanowires have been extensively studied, both theoretically [124] and experimentally [110, 125-

130] because of their promise for enhanced thermoelectric performance. Transport studies of 

ferromagnetic nanowire arrays, such as Ni or Fe, have also received much attention because of their 

potential for high-density magnetic storage applications.  

The very small electron effective mass components and the long carrier mean free paths in 

Bi facilitate the study of quantum size effects in the transport properties of nanowires. Quantum size 

effects are expected to become significant in bismuth nanowires with diameters smaller than 50 nm 

[124], and the fabrication of crystalline nanowires of this diameter range is relatively easy.  

Figure 15.39a shows the T dependence of the resistance R(T ) for Bi nanowires (7 ≤ dW < 

200 nm) synthesized by vapor deposition and pressure injection [125], illustrating the quantum 

effects in their temperature-dependent resistance. In Fig. 15.39a, the R(T ) behavior of Bi nanowires 

is dramatically different from that of bulk Bi and is highly sensitive to the wire diameter. The R(T ) 

curves in Fig. 15.39a show a nonmonotonic trend for larger-diameter (70 and 200 nm) nanowires, 

although R(T ) becomes monotonic with T for small-diameter (≤ 48 nm) nanowires. This dramatic 

change in the behavior of R(T ) as a function of dW is attributed to a unique semimetal-

semiconductor transition phenomena in Bi [131], induced by quantum size effects. Bi is a 

semimetal in bulk form, in which the T-point valence band overlaps with the L-point conduction 

band by 38 meV at 77K. As the wire diameter decreases, the lowest conduction subband increases 

in energy, and the highest valence subband decreases in energy. Model calculations predict that the 

band overlap should vanish in Bi nanowires (with their wire axes along the trigonal direction) at a 

wire diameter ∼ 50 nm [124]. 
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Fig. 15.39. (a) Measured temperature dependence of the resistance R(T ) normalized to the room 

temperature (300 K) resistance for bismuth nanowire arrays of various wire diameters dW [125]. (b) 

R(T )/R(290 K) for bismuth wires of larger dW and lower mobility [126]. (c) Calculated R(T )/R(300 

K) of 36-nm and 70-nm bismuth nanowires. The dashed curve refers to a 70-nm polycrystalline 

wire with increased boundary scattering [131]. 

 

The resistance of Bi nanowires is determined by two competing factors: the carrier density 

that increases with T, and the carrier mobility that decreases with T. The non-monotonic R(T ) for 

large-diameter Bi nanowires is due to a smaller carrier concentration variation at low temperature (≤ 

100 K) in semimetals, so that the electrical resistance is dominated by the mobility factor in this 

temperature range. Based on the semiclassical transport model and the established band structure of 

Bi nanowires, the calculated R(T )/R(300 K) for 36-nm and 70-nm Bi nanowires is shown by the 

solid curves in Fig. 15.39c to illustrate different R(T ) trends for semiconducting and semimetallic 

nanowires, respectively [110]. The curves in Fig. 15.39c exhibit trends consistent with experimental 

results. The condition for the semimetal–semiconductor transition in Bi nanowires can be 

experimentally determined, as shown by the measured resistance ratio R(10 K)/R(100 K) of Bi 

nanowires as a function of wire diameter [132] in Fig. 15.40. The maximum in the resistance ratio 

R(10 K)/R(100 K) at dW ∼ 48 nm indicates the wire diameter for the transition of Bi nanowires from 

a semimetallic phase to a semiconducting phase. The semimetal–semiconductor transition and the 

semiconducting phase in Bi nanowires are examples of new transport phenomena, resulting from 
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lowdimensionality and absent in the bulk 3-D phase, which further increase the possible benefits 

from the properties of nanowires for desired applications.  

 

 
Fig. 15.40. Measured resistance ratio R(10K)/R(100K) of Bi nanowires as a function of diameter. 

The peak indicates the transition from a semimetallic phase to a semiconducting phase as the wire 

diameter decreases [133]. 

 

It should be noted that good crystal quality is essential for observing the quantum size effect 

in nanowires, as shown by the R(T ) plots in Fig. 15.39a. For example, Fig. 15.39b shows the 

normalized R(T ) measurements of Bi nanowires with larger diameters (200 nm–2μm) prepared by 

electrochemical deposition [126], and these nanowires possess monotonic R(T ) behaviors, quite 

different from those of the corresponding nanowire diameters shown in Fig. 15.39a. The absence of 

the resistance maximum in Fig. 15.39b is due to the lower crystalline quality for nanowires 

prepared by electrochemical deposition, which tends to produce polycrystalline nanowires with 

much lower carrier mobility. This monotonic R(T ) for semimetallic Bi nanowires at a higher defect 

level is also confirmed by theoretical calculations, as shown by the dashed curve in Fig. 15.39c for 

70-nm wires with increased grain boundary scattering [131].  

The theoretical model developed for Bi nanowires not only provides good agreement with 

experimental results, but it also plays an essential role in understanding the influence of the 

quantum size effect, the boundary scattering, and the crystal quality on their electrical properties. 

The transport model has also been generalized to predict the transport properties of Te-doped Bi 

nanowires [110], Sb nanowires [134], and BiSb alloy nanowires [135], and good agreement 

between experiment and theory has also been obtained for these cases. While the electronic density 

of states may be significantly altered due to quantum confinement effects, various scattering 

mechanisms related to the transport properties of nanowires can be accounted for by Matthiessen’s 

rule.  
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For nanowires with diameters comparable to the phase-breaking length, their transport 

properties may be further influenced by localization effects. It has been predicted that in disordered 

systems, the extended electronic wave functions become localized near defect sites, resulting in the 

trapping of carriers and giving rise to a different transport behavior. Localization effects are also 

expected to be more pronounced as dimensionality and sample size are reduced. Localization 

effects on the transport properties of nanowire systems have been studied on Bi nanowires [136] 

and, more recently, on Zn nanowires [137]. Figure 15.41 shows the measured R(T )/R(300K) of Zn 

nanowires fabricated by vapor deposition in porous silica or alumina [137]. While 15 nm Zn 

nanowires exhibit an R(T ) behavior with a T1 dependence as expected for a metallic wire, the R(T ) 

of 9 nm and 4 nm Zn nanowires exhibits a temperature dependence of T−1/2 at low temperature, 

consistent with 1-D localization theory. Thus, due to this localization effect, the use of nanowires 

with very small diameters for transport applications may be limited.  

 

 
Fig. 15.41. Temperature dependence of the resistance of Zn nanowires synthesized by vapor 

deposition in various porous templates [137]. The data are given as points, the full line are fits to a 

T1 law for 15 nm diameter Zn nanowires in an SiO2 template, denoted by Zn/SiO2. Fits to a 

combined T1 and T−1/2 law were made for the smaller nanowire diameter composite denoted by 9 

nm Zn/Al2O3 and 4 nm Zn/Vycor glass 

 

 

Magnetoresistance. 

Magnetoresistance (MR) measurements provide an informative technique for characterizing 

nanowires because these measurements yield a great deal of information about the electron 

scattering with wire boundaries, the effects of doping and annealing on scattering, and localization 
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effects in the nanowires [129]. For example, at low fields the MR data show a quadratic 

dependence on the B field from which carrier mobility estimates can be made (see Fig. 15.42 at low 

B field).  

 

 
Fig. 15.42. (a) Longitudinal magnetoresistance, ΔR(B)/R(0), at 2K as a function of B for Bi 

nanowire arrays with diameters 65 and 109 nm before thermal annealing. (b) The peak position Bm 

as a function of temperature for the 109 nm diameter Bi nanowire array after thermal annealing. (c) 

The peak position Bm of the longitudinal MR (after thermal annealing) at 2K as a function of 1/dW, 

the reciprocal of the nanowire diameter [138]. 

 

Figure 15.42 shows the longitudinal magnetoresistance (B parallel to the wire axis) for 65 

nm and 109 nm Bi nanowire samples (before thermal annealing) at 2K. The MR maxima in Fig. 

15.42a are due to the classical size effect, where the wire boundary scattering is reduced as the 

cyclotron radius becomes smaller than the wire radius in the high field limit, resulting in a decrease 

in the resistivity. This behavior is typical for the longitudinal MR of Bi nanowires in the diameter 

range of 45 nm to 200 nm [125, 128, 129, 138], and the peak position Bm moves to lower B field 

values as the wire diameter increases, as shown in Fig. 15.42c [138], in which Bm varies linearly 

with 1/dW. The condition for the occurrance of Bm is approximately given by Bm ∼ 2cℏ kF/edW where 

kF is the wave vector at the Fermi energy. The peak position, Bm, is found to increase linearly with 

temperature in the range of 2 to 100K, as shown in Fig. 15.42b [138]. As T is increased, phonon 

scattering becomes increasingly important, and therefore a higher magnetic field is required to 

reduce the resistivity associated with boundary scattering sufficiently to change the sign of the MR. 
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Likewise, increasing the grain boundary scattering is also expected to increase the value of Bm at 

a given T and wire diameter.  

The presence of the peak in the longitudinal MR of nanowires requires a high crystal quality 

with long carrier mean free paths along the nanowire axis, so that most scattering events occur at 

the wire boundary instead of at a grain boundary, at impurity sites, or at defect sites within the 

nanowire. The MR of 400-nm Bi nanowires synthesized by electrochemical deposition has been 

investigated [139], and no peak in the longitudinal MR is observed. The absence of a 

magnetoresistance peak may be attributed to a higher defect level in the nanowires produced 

electrochemically and to a large wire diameter, much longer than the carrier mean free path. The 

negative MR observed for the Bi nanowire arrays above Bm (see Fig. 15.42) shows that wire 

boundary scattering is a dominant scattering process for the longitudinal magnetoresistance, thereby 

establishing that the mean free path is larger than the wire diameter and that a ballistic transport 

behavior is indeed observed in the high field regime.  

In addition to the longitudinal magnetoresistance measurements, transverse 

magnetoresistance measurements (B perpendicular to the wire axis) have also been performed on Bi 

nanowires array samples [125, 129, 138], where a monotonically increasing B2 dependence over the 

entire range 0 ≤ B ≤ 5.5 T is found for all Bi nanowires studied thus far. This is as expected, since 

the wire boundary scattering cannot be reduced by a magnetic field perpendicular to the wire axis. 

The transverse magnetoresistance is also found always to be larger than the longitudinal 

magnetoresistance in nanowire arrays.  

By applying a magnetic field to nanowires at very low temperatures (≤ 5K), one can induce 

a transition from a 1-D confined system at low magnetic fields to a 3-D confined system as the field 

strength increases, as shown in Fig. 15.43 for the longitudinal MR of Bi nanowire arrays of various 

nanowire diameters (28–70 nm) for T< 5K [129]. In these curves, a subtle step-like feature is seen 

at low magnetic fields, which is found to depend only on the wire diameter, and is independent of 

temperature, the orientation of the magnetic field, and even on the nanowire material (e.g., in Sb 

nanowires [134]). The lack of a dependence of the magnetic field at which the step appears on 

temperature, field orientation, and material type indicates that the phenomenon is related to the 

magnetic field length, LH = (ħ/eB)1/2. The characteristic length LH is the spatial extent of the wave 

function of electrons in the lowest Landau level, and LH is independent of the carrier effective 

masses. Setting LH(Bc) equal to the diameter dW of the nanowire defines a critical magnetic field 

strength, Bc, below which the wave function is confined by the nanowire boundary (the 1-D regime), 

and above which the wave function is confined by the magnetic field (the 3-D regime). The 

physical basis for this phenomenon is associated with confinement of a single magnetic flux 

quantum within the nanowire cross section [129]. This phenomenon, though independent of 
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temperature, is observed for T ≤ 5K, since the phase breaking length has to be larger than the wire 

diameter. This calculated field strength, Bc, indicated in Fig. 15.43 by vertical lines for the 

appropriate nanowire diameters, provides a good fit to the step-like features in these MR curves.  

 

 
Fig. 15.43. Longitudinal magnetoresistance as a function of magnetic field for Bi nanowires of the 

diameters indicated. The vertical bars indicate the critical magnetic field Bc at which the magnetic 

length equals the nanowire diameter [129]. 

 

The Shubnikov–de Haas (SdH) quantum oscillatory effect, which results from the passage of 

the quantized Landau levels through the Fermi energy as the field strength varies, should, in 

principle, provide the most direct measurement of the Fermi energy and carrier density. For 

example, it has been demonstrated that SdH oscillations can be observed in Bi nanowire samples 

with diameters down to 200 nm [140] and have demonstrated that Te doping can be used to raise 

the Fermi energy in Bi nanowires. Such information on the Fermi energy is important because, for 

certain applications based on nanowires, it is necessary to place the Fermi energy near a subband 

edge where the density of states has a sharp feature. But due to the unusual 1-D geometry for 
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nanowires, other characterization techniques commonly used in bulk materials to determine the 

Fermi energy and the carrier concentration (e.g., the Hall measurement) cannot be applied for 

nanowire systems. The observation of the SdH oscillatory effect requires very high crystal quality 

samples that allow carriers to execute a complete cyclotron orbit in the nanowire before they are 

scattered. For small nanowire diameters, large magnetic fields are required to produce cyclotron 

radii smaller than the wire radius. For some nanowire systems, all Landau levels may have passed 

through the Fermi level at such high field strength, and in such a case, no oscillations can be 

observed. The localization effect may also prevent the observation of SdH oscillations for very 

small diameter (≤ 10 nm) nanowires. Observing SdH oscillations in highly doped samples (as may 

be required for certain applications) may be difficult because impurity scattering reduces the mean 

free path, requiring high B fields to satisfy the requirement that carriers complete a cyclotron orbit 

prior to scattering. Although SdH oscillations provide the most direct method of measuring the 

Fermi energy and carrier density of nanowire samples, this technique may not work, however, for 

smaller diameter nanowires, or for heavily doped nanowires. 

 

Thermoelectric Properties. 

Nanowires are predicted to be promising for thermoelectric applications [124, 141], due to 

their novel band structure compared to their bulk counterparts and the expected reduction in thermal 

conductivity associated with enhanced boundary scattering. Due to the sharp density of states at the 

1-D subband edges (where the van Hove singularities occur), nanowires are expected to exhibit 

enhanced Seebeck coefficients compared to their bulk counterparts. Since the Seebeck coefficient 

measurement is independent of the number of nanowires contributing to the signal, the 

measurements on nanowire arrays of uniform wire diameter are, in principle, as informative as 

single-wire measurements. The major challenge in measuring the Seebeck coefficient of nanowires 

lies in the design of tiny temperature probes to determine accurately the temperature difference 

across the nanowire. Figure 15.44a shows the schematic experimental setup for the Seebeck 

coefficient measurement of nanowire arrays [142], where two thermocouples are placed on both 

faces of a nanowire array and a heater is attached on one face of the array to generate a temperature 

gradient along the nanowire axis. Ideally the size of the thermocouples should be much smaller than 

the thickness of the nanowire array template (i. e., the nanowire length) to minimize error. However, 

due to the thinness of most templates (≤ 50μm) and the large size of commercially available 

thermocouples (∼ 12μm), the measured Seebeck coefficient values are usually underestimated.  
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Fig. 15.44. (a) Experimental setup for the measurement of the Seebeck coefficient in nanowire 

arrays [142]. (b) Measured Seebeck coefficient as a function of temperature for Bi and Bi0.95Sb0.05 

nanowires with different diameters. The solid curve denotes the Seebeck coefficient for bulk Bi 

[131]. 

 

The thermoelectric properties of Bi nanowire systems have been investigated extensively 

because of their potential as good thermoelectric materials. Figure 15.44b shows the measured 

Seebeck coefficient S(T ) as a function of temperature for nanowire arrays with diameters of 40 and 

65 nm and different isoelectronic Sb alloy concentrations [131]; S(T ) results for bulk Bi are shown 

(solid curve) for comparison. Enhancement in the thermopower is observed in Fig. 15.44b as the 

wire diameter decreases and as the Sb content increases, which is attributed to the semimetal–

semiconductor transition induced by quantum confinement and to Sb alloying effects in Bi1−xSbx 

nanowires. It has been observed a substantial increase in the thermopower of Bi nanowires as the 

wire diameter further decreases, as shown in Fig. 15.45a for 15 nm Bi/silica and 9 nm Bi/alumina 

nanocomposites [137]. The enhancement is due to the sharp density of states near the Fermi energy 

in a 1-D system. Although the samples in Fig. 15.45a also possess very high electrical resistance (∼ 

GΩ), the results for the 9 nm Bi/alumina samples show that the Seebeck coefficient can be 

enhanced by almost 1,000 times relative to bulk material. But for Bi nanowires with very small 

diameters (∼ 4 nm), the localization effect becomes dominant, which compromises the thermopower 
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enhancement. Therefore, for Bi nanowires, the optimal wire diameter range for the largest 

thermopower enhancement is found to be between 4 to 15 nm [137].  

 

 
Fig. 15.45. (a) Absolute value of the Seebeck coefficient of two 15 nm Bi/silica samples, and two 9 

nm Bi/alumina nanocomposite samples, in comparison to bulk Bi and 200 nm Bi nanowires in the 

pores of alumina templates [137]. The full line on top of the figure is a fit to a T−1 law. The Seebeck 

coefficient of the 9 nm Bi/alumina composite is positive; the rest are negative. (b) The Seebeck 

coefficient of 9 nm Zn/Al2O3 and 4 nm Zn/Vycor glass nanocomposite samples in comparison to 

bulk Zn [137]. 

 

The effect of the nanowire diameter on the thermopower of nanowires has also been 

observed in Zn nanowires [137]. Figure 15.45b shows the Seebeck coefficient of 9 nm Zn/alumina 

and 4 nm Zn/Vycor glass nanocomposites, exhibiting enhanced thermopower as the wire diameter 

decreases. It is found that while 9 nm Zn nanowires still exhibit metallic behavior, the thermopower 

of 4 nm Zn nanowires shows a different temperature dependence, which may be due to the 1-D 

localization effect, although further investigation is required for a definitive identification of the 

conduction mechanism in such small nanowires. 

 

Quantum Wire Superlattices 

The studies on superlattice nanowires, which possess a periodic modulation in their 

materials composition along the wire axis, have attracted much attention recently because of their 

promise in such applications as thermoelectrics [143], nanobarcodes [101], nanolasers [144], one-

dimensional waveguides, and resonant tunneling diodes [145, 146]. Figure 15.46a shows a 
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schematic structure of a superlattice nanowire consisting of interlaced quantum dots of two 

different materials, as denoted by A and B. Various techniques have been developed to synthesize 

superlattice nanowire structures with different interface conditions.  

 

 
Fig. 15.46. (a) Schematic diagram of superlattice (segmented) nanowires consisting of interlaced 

nanodots A and B of the indicated length and wire diameter. (b) Schematic potential profile of the 

subbands in the superlattice nanowire [143]. 

 

In this superlattice (SL) nanowire structure, the electronic transport along the wire axis is 

made possible by the tunneling between adjacent quantum dots, while the uniqueness of each 

quantum dot and its 0-D characteristic behavior is maintained by the energy difference of the 

conduction or valence bands between quantum dots of different materials (see Fig. 15.46b), which 

provides some amount of quantum confinement. Recently it has been have observed interesting 

nonlinear I–V characteristics with a negative differential resistance in one-dimensional 

heterogeneous structures made of InAs and InP, where InP serves as the potential barrier [145, 146]. 

The nonlinear I–V behavior is associated with the double barrier resonant tunneling in one-

dimensional structures, demonstrating the capability of transport phenonema in superlattice 

nanowires via tunneling and the possibility of controlling the electronic band structure of the SL 

nanowires by carefully selecting the constituent materials. This kind of new structure is especially 

attractive for thermoelectric applications, because the interfaces between the nanodots can reduce 

the lattice thermal conductivity by blocking the phonon conduction along the wire axis, while 

electrical conduction may be sustained and even benefit from the unusual electronic band structures 

due to the periodic potential perturbation. For example, Fig. 15.47 shows the calculated 

dimensionless thermoelectric figure of merit ZT = S2σT/κ where κ is the total thermal conductivity 

(including both the lattice and electronic contribution) of 10-nm diameter PbS/PbSe superlattice 

nanowires as a function of the segment length. A higher thermoelectric performance than for 

PbSe0.5S0.5 alloy nanowires can be achieved for a 10 nmdiameter superlattice nanowire with 
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segment lengths ≤ 7 nm. But the localization effect, which may become important for very short 

segment lengths, may jeopardize this enhancement in the ZT of superlattice nanowires [133]. 

 

 
Fig. 15.47. Optimal ZT calculated as a function of segment length for 10-nm diameter PbSe/PbS 

nanowires at 77 K, where “optimal” refers to the placement of the Fermi level to optimize ZT. The 

optimal ZT for 10-nm diameter PbSe, PbS, and PbSe0.5S0.5 nanowires are 0.33, 0.22, and 0.48, 

respectively [133]. 

 

 

Thermal Conductivity of Nanowires 

Experimental measurements of the temperature dependence of the thermal conductivity 

κ(T ) of individual suspended nanowires have been carried out to study the dependence of κ(T ) on 

the wire diameter. In this context, measurements have been made on nanowires down to only 22 nm 

in diameter [147]. Such measurements are very challenging and are nowpossible because of 

technological developments in fabricating and using nanometer size thermal scanning probes [108, 

148, 149]. The experiments show that the thermal conductivity of small homogeneous nanowires 

may be more than one order of magnitude smaller than in the bulk, arising mainly from strong 

boundary scattering effects [150]. Phonon confinement effects may eventually become important at 

still smaller diameter nanowires. Measurements on mats of nanowires (see, for example, Fig. 15.25) 

do not generally give reliable results because the contact thermal resistance between adjacent 

nanowires tends to be high, which is in part due to the thin surface oxide coating that most 

nanowires have. This surface oxide coating may also be important for thermal conductivity 

measurements on individual suspended nanowires because of the relative importance of phonon 

scattering at the lateral walls of the nanowire.  

The most extensive experimental thermal conductivity measurements have been done on Si 

nanowires [147] where κ(T ) measurements have been made on nanowires in the diameter range of 

22 ≤ dW ≤ 115 nm. The results show a large decrease in the peak of κ(T ) associated with umklapp 
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processes as dW decreases, indicating a growing importance of boundary scattering and a 

corresponding decreasing importance of phonon–phonon scattering. At the smallest wire diameter 

of 22 nm, a linear κ(T ) dependence is found experimentally, consistent with a linear T dependence 

of the specific heat for a 1-D system and a temperature independent mean free path and velocity of 

sound.  

Model calculations for κ(T) based on a radiative heat transfer model have been carried out 

for Si nanowires [151]. These results show that the predicted κ(T) behavior for Si nanowires is 

similar to that observed experimentally in the range of 37 ≤ dW ≤ 115 nm regarding both the 

functional form of κ(T) and the magnitude of the relative decrease in the maximum thermal 

conductivity κmax as a function of dW. But the model calculations predict a substantially larger 

magnitude for κ(T) (by 50% or more) than is observed experimentally. Furthermore, the model 

calculations (see Fig. 15.48) do not reproduce the experimentally observed linear T dependence for 

the 22 nm nanowires, but rather predict a 3-D behavior for both the density of states and the specific 

heat in 22 nm nanowires [151, 152].  

 

 
Fig. 15.48. Predicted thermal conductivity of Si nanowires of various diameters [151]. 

 

Thermal conductance measurements on GaAs nanowires below 6 K show a power law 

dependence, but the T dependence becomes somewhat less pronounced below ∼ 2.5 K [148]. This 

deviation from the power lawtemperature dependence led to a more detailed study of the quantum 

limit for the thermal conductance. To carry out these more detailed experiments, a mesoscopic 

phonon resonator and waveguide device were constructed that included four∼ 200 nm wide and 85 

nm thick silicon nitride nanowire-like nano-constrictions (see Fig. 15.49a) to establish the quantized 

thermal conductance limit of g0 = π2k2
B T/3h (see Fig. 15.49b) for ballistic phonon transport [153, 

154]. For temperatures above 0.8K, the thermal conductance in Fig. 15.49b follows a T3 law, but as 
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T is further reduced, a transition to a linear T dependence is observed, consistent with a phonon 

mean free path of ∼ 1 μm, and a thermal conductance value approaching 16g0, corresponding to 

four massless phonon modes per channel and four channels in their phonon waveguide structure 

(see Fig. 15.49a). Ballistic phonon transport occurs when the thermal phonon wavelength (380 nm 

for the experimental structure) is somewhat greater than the width of the phonon waveguide at its 

constriction. 

 

 
Fig. 15.49. (a) Suspended mesoscopic phonon device used to measure ballistic phonon transport. 

The device consists of an 4×4 μm “phonon cavity” (center) connected to four Si3N4 membranes, 60 

nm thick and less than 200 nm wide. The two bright “C” shaped objects on the phonon cavity are 

thin film heating and sensing Cr/Au resistors, whereas the dark regions are empty space. (b) Log–

log plot of the temperature dependence of the thermal conductance G0 of the structure in (a) 

normalized to 16g0 (see text) [154]. 

 

 

 

15.3.3. Optical Properties 

 

Optical methods provide an easy and sensitive tool for measuring the electronic structure of 

nanowires since optical measurements require minimal sample preparation (for example, contacts 

are not required) and the measurements are sensitive to quantum effects. Optical spectra of 1-D 

systems, such as carbon nanotubes, often show intense features at specific energies near 

singularities in the joint density of states formed under strong quantum confinement conditions. A 

variety of optical techniques have shown that the properties of nanowires are different from those of 

their bulk counterparts.  

Although optical properties have been shown to provide an extremely important tool for the 

characterization of nanowires, the interpretation of these measurements is not always 
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straightforward. The wavelength of light used to probe the sample is usually smaller than the wire 

length but larger than the wire diameter. Hence, the probe light used in an optical measurement 

cannot be focused solely onto the wire, and the wire and the substrate on which the wire rests (or 

host material, if the wires are embedded in a template) are simultaneously probed. For 

measurements, such as photo-luminescence (PL), if the substrate does not luminescence or absorb 

in the frequency range of the measurements, PL directly measures the luminescence of the 

nanowires and the substrate can be ignored. In reflection and transmission measurements, however, 

even a nonabsorbing substrate can modify the measured spectra of nanowires.  

 

The Dielectric Function 

Let’s review the use of effective medium theory as a method to handle the optical properties 

of nanowires whose diameters are typically smaller than the wavelength of light, noting that 

observable optical properties of materials can be related to the complex dielectric function [155, 

156]. Effective medium theories [157, 158] can be applied to model the nanowire and substrate as 

one continuous composite with a single complex dielectric function (ε1+iε2), where the real and 

imaginary parts of the dielectric function ε1 and ε2 are related to the index of refraction (n) and the 

absorption coefficient (K) by the relation ε1+iε2 = (n+iK)2. Since photons at visible or infrared 

wavelengths “see” a dielectric function for the composite nanowire array/substrate system that is 

different from that of the nanowire itself, the optical transmission and reflection are different from 

what they would be if the light were focused only on the nanowire. One commonly observed 

consequence of effective medium theory is the shift in the plasma frequency in accordance with the 

percentage of nanowire material contained in the composite [159]. The plasma resonance occurs 

when ε1(ω) becomes zero, and the plasma frequency of the nanowire composite will shift to lower 

(higher) energies when the magnitude of the dielectric function of the host materials is larger 

(smaller) than that of the nanowire.  

Although reflection and transmission measurements probe both the nanowire and the 

substrate, the optical properties of the nanowires can be independently determined. One technique 

for separating the dielectric function of the nanowires from the host is to use an effective medium 

theory in reverse. Since the dielectric function of the host material is often known, and since the 

dielectric function of the composite material can be measured by the standard method of using 

reflection and transmission measurements in combination with either the Kramer–Kronig relations 

or Maxwell’s equations, the complex dielectric function of the nanowires can be deduced. This 

approach has been used successfully, for example, in determining the frequency dependence of the 

real and imaginary parts of the dielectric function ε1(ω) and ε2(ω) for a parallel array of bismuth 

nanowires filling the pores of an alumina template [160]. 
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Optical Properties Characteristic of Nanowires 

A wide range of optical techniques are available for the characterization of nanowires to 

distinguish their properties from those of their parent bulk materials. Some differences in properties 

are geometric, such as the small diameter size and the large length-to-diameter ratio (also called the 

aspect ratio), while other differences focus on quantum confinement issues.  

Probably the most basic optical technique is to measure the reflection and/or transmission of 

a nanowire to determine the frequency-dependent real and imaginary parts of the dielectric function. 

This technique has been used, for example, to study the band gap and its temperature dependence in 

gallium nitride nanowires in the 10–50 nm range in comparison to bulk values [161]. The plasma 

frequency, free carrier density, and donor impurity concentration as a function of temperature were 

also determined from the infrared spectra, which is especially useful for nanowire research since 

Hall effect measurements cannot be made on nanowires.  

Photo-luminescence (PL) or fluorescence spectroscopy is a common method to study 

nanowires. Emission techniques probe the nanowires directly, and the effect of the host material 

does not have to be considered. This characterization method has been used to study many 

properties of nanowires, such as the optical gap behavior, oxygen vacancies in ZnO nanowires 

[162], strain in Si nanowires [163], and quantum confinement effects in InP nanowires [144]. 

Figure 15.50 shows the photo-luminescence of InP nanowires as a function of wire diameter, 

thereby providing direct information on the effective band gap. As the wire diameter of an InP 

nanowire is decreased so that it becomes smaller than the bulk exciton diameter of 19 nm, quantum 

confinement effects set in, and the band gap is increased. This results in an increase in the PL peak 

energy because of the stronger electron–hole Coulomb binding energy within the quantum-confined 

nanowires as the wire radius gets smaller than the effective Bohr radius for the exciton for bulk InP. 

The smaller the effective mass, the larger the quantum confinement effects are. When the shift in 

the peak energy as a function of nanowire diameter (Fig. 15.50a) is analyzed using an effective 

mass model, the reduced effective mass of the exciton is deduced to be 0.052m0, which agrees quite 

well with the literature value of 0.065m0 for bulk InP. Although the line widths of the PL peak for 

the small diameter nanowires (10 nm) are smaller at low temperature (7 K), the observation of 

strong quantum confinement and band gap tunability effects at room temperature are significant for 

photonics applications of nanowires. 
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Fig. 15.50. Photo-luminescence of InP nanowires of varying diameters at 7K ((b) and (d)) and room 

temperature ((a) and (c)), showing quantum confinement effects of the exciton for wire diameters 

less than 20 nm [144]. 

 

The resolution of photo-luminescence (PL) optical imaging of a nanowire is, in general, 

limited by the wavelength of light. But when a sample is placed very close to the detector, the light 

is not given a chance to diffract, and so samples much smaller than the wavelength of light can be 

resolved. This technique is known as near-field scanning optical microscopy (NSOM) and has been 

used successfully [164] to image nanowires. For example, Fig. 15.51 shows the topographical (a) 

and PL (b) NSOM images of a single ZnO nanowire.  
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Fig. 15.51. (a) Topographical and (b) photoluminescence (PL) nearfield scanning optical 

microscopy (NSOM) images of a single ZnO nanowire waveguide [164]. 

 

Magneto-optics can be used to measure the electronic band structure of nanowires. For 

example, magneto-optics in conjunction with photo-conductance has been proposed [165] as a tool 

to determine band parameters for nanowires, such as the Fermi energy, electron effective masses, 

and the number of subbands to be considered [165]. Since different nanowire subbands have 

different electrical transmission properties, the electrical conductivity changes when light is used to 

excite electrons to higher subbands, thereby providing a method for studying the electronic structure 

of nanowires optically. Magneto-optics can also be used to study the magnetic properties of 

nanowires in relation to bulk properties [166, 167]. For example, the surface magneto-optical Kerr 

effect has been used to measure the dependence of the magnetic ordering temperature of Fe-Co 

alloy nanowires on the relative concentration of Fe and Co [167], and it was used to find that, unlike 

the case of bulk Fe-Co alloys, cobalt in nanowires inhibits magnetic ordering.  

Nonlinear optical properties of nanowires have received particular attention since the 

nonlinear behavior is often enhanced over that in bulk materials and since the nonlinear effects can 

be utilized for many applications. One such study measured the second harmonic generation (SHG) 

and third harmonic generation (THG) in a single nanowire by using near-field optical microscopy 

[168]. ZnO nanowires were shown to have strong SHG and THG effects that are highly 

polarization-sensitive, and this polarization sensitivity can be explained on the basis of optical and 

geometrical considerations. Some components of the second harmonic polarization tensor are found 

to be enhanced in nanowires while others are suppressed as the wire diameter is decreased, and such 

effects could be of interest for device applications. The authors also showed that the second-order 

nonlinearities are mostly wavelength independent for λ < 400 nm, which is in the transparent 

regime for ZnO, below the onset of band gap absorption; this observation is also of interest for 

device applications.  
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Reflectivity and transmission measurements have also been used to study the effects of 

quantum confinement and surface effects on the low energy indirect transition in bismuth nanowires 

[169]. An intense and sharp absorption peak in bismuth nanowires, which is not observed in bulk 

bismuth has been investigated in [169]. The energy position Ep of this strong absorption peak 

increases with decreasing diameter. But the rate of increase in energy with decreasing diameter 

|∂Ep/∂dW| is an order of magnitude less than that predicted for either a direct interband transition or 

for intersubband transitions in bismuth nanowires. On the other hand, the magnitude of |∂Ep/∂dW| 

agrees well with that predicted for an indirect L-point valence to T-point valence band transition 

(see Fig. 15.52). Since both the initial and final states for the indirect L-T point valence band 

transition downshift in energy as the wire diameter dW is decreased, the shift in the absorption peak 

results from a difference between the effective masses and not from the actual value of either of the 

masses. Hence the diameter dependence of the absorption peak energy is an order of magnitude less 

for a valence to valence band indirect transition than for a direct interband L-point transition.  

 

 
Fig. 15.52. (a) The measured optical transmission spectra as a function of wavenumber (1/λ) of a ∼ 

45 nm diameter bismuth nanowire array. (b) The simulated optical transmission spectrum resulting 

from an indirect transition of an L point electron to a T point valence subband state. The insert in (a) 

shows the bismuth Brillouin zone, and the location of the T-point hole and of the three L-point 

electron pockets, including the nondegenerate A, and the doubly degenerate B pockets. The insert in 

(b) shows the indirect L to T point electronic transition induced by a photon with an energy equal to 

the energy difference between the initial and final states minus the phonon energy (about 100 cm−1) 

needed to satisfy conservation of energy in a Stokes process [169]. 
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Furthermore, the band-tracking effect for the indirect transition gives rise to a large value for the 

joint density of states, thus accounting for the high intensity of this feature. The enhanced coupling 

of this indirect transition to an applied optical field arises through the gradient of the dielectric 

function, which is large at the bismuth-air or bismuth-alumina interfaces. It should be noted that, in 

contrast to the surface effect for bulk samples, the whole nanowire contributes to the optical 

absorption due to the spatial variation in the dielectric function, since the penetration depth is larger 

than or comparable to the wire diameter. In addition, the intensity can be quite significant because 

abundant initial state electrons, final state holes, and appropriate phonons exist for making an 

indirect L-T point valence band transition at room temperature. Interestingly, the polarization 

dependence of this absorption peak is such that the strong absorption is present when the electric 

field is perpendicular to the wire axis but is absent when the electric field is parallel to the wire axis; 

this is contrary to a traditional polarizer, such as a carbon nanotube in which the optical E field is 

polarized by the nanotube itself to be aligned along the carbon nanotube axis. The observed 

polarization dependence for bismuth nanowires is consistent with a surface-induced effect that 

increases the coupling between the L-point and T-point bands throughout the full volume of the 

nanowire. Figure 15.52 shows the experimentally observed transmission spectrum in bismuth 

nanowires of ∼ 45 nm diameter (a), and for comparison, the simulated optical transmission from an 

indirect transition in bismuth nanowires of ∼ 45 nm diameter is also shown in (b). The indirect L to 

T point valence band transition mechanism [169] is also consistent with observations of the effect 

on the optical spectra of a decrease in the nanowire diameter and of n-type doping of bismuth 

nanowires with Te.  

 

Phonon Confinement Effects 

Phonons in nanowires are spatially confined by the nanowire cross-sectional area, crystalline 

boundaries and surface disorder. These finite size effects give rise to phonon confinement, causing 

an uncertainty in the phonon wave vector, which typically gives rise to a frequency shift and a 

lineshape broadening. Since zone center phonons tend to correspond to maxima in the phonon 

dispersion curves, the inclusion of contributions from a broader range of phonon wave vectors 

results in both a downshift in frequency and an asymmetric broadening of the Raman line that 

developes a low frequency tail. These phonon confinement effects have been theoretically predicted 

[170, 171] and experimentally observed in GaN [172], as shown in Fig. 15.53 for GaN nanowires 

with diameters in the range 10–50 nm. The application of these theoretical models indicates that 

broadening effects should be noticeable as the wire diameter in GaN nanowires decreases to ∼ 20 

nm. When the wire diameter further decreases to ∼ 10 nm, the frequency downshift and asymmetric 
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Raman line broadening effects should become observable in the Raman spectra for the GaN 

nanowires but are not found in the corresponding spectra for bulk GaN.  

 

 
Fig. 15.53. Room temperature Raman-scattering spectra of GaN nanowires and of a 5μm thick GaN 

epilayer film with green (514.5 nm) laser excitation. The Raman-scattering response was obtained 

by dividing the measured spectra by the Bose–Einstein thermal factor [172]. 

 

The experimental spectra in Fig. 15.53 show the four A1+ E1+2E2 modes expected from 

symmetry considerations for bulk GaN crystals. Two types of quantum confinement effects are 

observed. The first type is the observation of the downshift and asymmetric broadening effects 

discussed above. Observations of such downshifts and asymmetric broadening have also been 

recently reported in 7 nm diameter Si nanowires [173]. A second type of confinement effect found 

in Fig. 15.53 for GaN nanowires is the appearance of additional Raman features not found in the 

corresponding bulk spectra and associated with combination modes and a zone boundary mode. 

Resonant enhancement effects were also observed for the A1(LO) phonon at 728 cm−1 (see Fig. 

15.53) at higher laser excitation energies [172]. 
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15.4. NANOWIRE ELECTRONIC DEVICE ELEMENTS 

 

 

The availability of a wide range of NW materials with controlled chemical composition, 

physical size, and electronic properties opens up many exciting opportunities ranging from 

fundamental studies of the role of dimensionality on physical properties to a range of potential 

applications in areas such as nanoscale electronics and optoelectronics. Let’s consider the 

fabrication and electrical transport properties of basic nanoscale device elements fashioned from 

these NW building blocks, including 1) single NW-FETs, 2) crossed NW p–n diodes, intra-NW p–n 

diode, 3) bipolar transistors, 4) crossed NW-FETs, and 5) NW quantum interference devices [174]. 

 

 

15.4.1. Nanowire Field Effect Transistors 

 

Device structure and underlying principles 

The basic FET structure fabricated from single semiconducting NWs is illustrated in Fig. 

15.54. The FET is supported on an oxidized silicon substrate with the underlying conducting silicon 

used as a global back gate electrode to vary the electrostatic potential of the NW. In a typical NW-

FET device (Fig. 15.54, inset), two metal contacts, which correspond to source and drain electrodes, 

are defined by electron beam lithography followed by evaporation of suitable metal contacts. 

Current (I) vs. source–drain voltage (Vsd) and I vs. gate voltage (Vg) is then recorded for a NW-FET 

to characterize its electrical properties. 

 

 

 
Fig. 15.54. Schematic of a NW-FET. Inset: SEM image of a NW-FET; two metal electrodes, which 

correspond to source and drain, are visible at the left and right sides of the image. 
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Variation of Vg during characterization of the NWFET enables important qualitative and 

quantitative properties to be elucidated. For example, changes in Vg produce variations in the 

electrostatic potential of the NW, and hence change the carrier concentration and conductance of 

the NW. As shown in Fig. 15.55, p- and n-type semiconductor NWs, which are contacted at both 

ends to metal electrodes, respond in opposite ways to the applied gate. When a positive Vg is 

applied, the bands are lowered, which depletes the holes and suppresses conductivity in p-NWs, but 

leads to an accumulation of electrons and an enhancement in conductivity in n-NWs. Conversely, a 

negative Vg will increase the conductivity of p-type NWs and decrease the conductivity of the n-

type NWs. 

 

 
Fig. 15.55. (A,B) Band diagrams illustrating the underlying principle for p- and n-channel NW-

FETs. When a positive voltage is applied, the bands are lowered, which depletes the holes in p-

NWs and suppresses conductivity, but leads to an accumulation of electrons in n-NWs and 

enhances the conductivity. Conversely, a negative gate voltage will raise the bands and increase the 

conductivity of p-type NWs and decrease the conductivity of the n-type NWs. 

 

 

p-Channel nanowire transistors 

Typical I vs. Vsd data obtained from a single boron doped Si NW-FET at different Vgs are 

shown in Fig. 15.56. The two-terminal I–Vsd curves are linear, which indicates that the metal 

electrodes make ohmic contacts to the NW, and moreover, the gate response demonstrates that the 
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NW is p-type; that is, the conductance of the p-Si NW decreases (increases) with increasingly 

positive (negative) Vg. The transfer characteristics, I–Vg, of p-Si NW devices (Fig. 15.56, inset) 

exhibit behavior typical of p-channel metal-oxide–semiconductor FETs (MOSFETs) [175, 176]. 

Significantly, the conductance modulation of the p-Si NW-FET exceeds 103, where the Vg required 

for switching (–10 to 10 V) could be reduced significantly by reducing the thick (600 nm) oxide 

dielectric layer in these back-gated devices (see below). 

Gate-dependent measurements have also been used to estimate the hole concentration in p-

channel NW-FETs. The total NW charge can be expressed as Q = C × Vth, where C is the NW 

capacitance Vth the threshold gate voltage required to deplete completely the NW. The capacitance 

is given by C ≈ 2πεε0L/ln(2h/r), where ε is the effective gate oxide dielectric constant, h is the 

thickness of the SiO2 layer on the substrate, L is the NW length, and r is the NW radius. The hole 

density, nh = Q/(e πr2L), is estimated to be ∼1018cm-3 for the device shown in Fig. 15.56. In addition, 

it is possible to estimate the carrier mobility of the NW-FETs from the transconductance dI /dVg = 

µ(C=L2) Vsd, where µ is the carrier mobility. Plots of dI / dVg vs. Vsd are linear for Si NWs, as 

expected for this model, yield hole mobilities in the range of 50–800 cm2/V sec. Significantly, the 

p-Si NW-FET mobilities are comparable to or larger than the best p-Si planar devices, 100–300 

cm2/V sec, at comparable hole densities (p ∼ 1017–1018 cm-3) [175]. 

 

 
 

Fig. 15.56. Current vs. voltage for a p-type Si NW-FET. The numbers inside the plot indicate the 

corresponding gate voltages (Vg). The inset shows current vs. Vg for Vsd of 1 V. 

 

n-Channel nanowire transistors 

It is also possible to assemble n-channel NW-FETs in a similar way from n-type NWs. For 

example, gate-dependent I–Vsd data recorded from an InP NW-FET exhibits increased conductance 

for positive Vg and decreased conductance for negative Vg (Fig. 15.57), as expected for an n-channel 

device. The n-InP NWFET transfer characteristics (I-Vg) show that the current increases rapidly 
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from below 1 nA at Vg = –2V to above 400 nA at Vg = +2V (Fig. 15.57, inset), and tends to 

saturate at higher voltages, which can be attributed to contact resistance and other factors. 

Nevertheless, the conductance changes up three orders of magnitude for only a few volts’ change in 

the gate voltage in these unoptimized devices.  

 

 
Fig. 15.57. Current vs. voltage for an n-type InP NW-FET. The numbers inside the plot indicate the 

corresponding gate voltages (Vg). The inset shows current vs. Vg for Vsd of 0.1 V.  

 

The electron concentration and mobility in the n-channel NW-FETs have been estimated as 

described above for p-channel devices. For the n-InP NW-FET shown in Fig. 15.57, the electron 

mobility is 2200 cm2/V sec for an electron concentration of ∼1018 cm-3. Studies of a number of 

different devices yields mobility values from 400 to 3000 cm2/V sec, which is comparable to or 

larger than bulk InP, 1000–2000 cm2/V sec, at similar carrier concentrations [175]. These mobilities 

are believed to represent a lower limit in our NW materials since the contact resistance and surface 

depletion have not been included. Significantly, surface passivation studies suggest that 

substantially higher carrier mobilities are possible in the NW-FETs. Taken together, these results 

suggest that the NW-FETs could be essential elements in high performance (e.g., high gain, high 

speed and low power) nanoelectronics and photonics. 

 

 

15.4.2. Crossed Nanowire p–n Diodes 

 

The availability of well-defined n- and p-type NW building blocks opens up the possibility of 

creating complex functional devices by forming junctions between two or more wires. To explore 

this exciting opportunity, we have studied the transport behavior of n–n, p–p, and p–n junctions 

formed by crossing two n-type, two p-type, and one n-type and one p-type NW, respectively (Fig. 

15.58A) [66]. Significantly, the types of junctions studied in an experiment are reproducible since 

we can select the specific type of NW used at each of the two stages of device assembly. 
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Fig. 15.58. Crossed NW junctions. (A) SEM image of a typical crossed InP NW device with four 

metal electrodes contacted to each of the four arms. (B–D) I–V behavior of n–n, p–p, and p–n 

junctions, respectively. The I–V behavior of individual n- and p-NWs in the junctions is indicated 

by ‘‘n’’ and ‘‘p’’, respectively. The I–V behavior across the junctions is designated by ‘‘n–n’’, ‘‘p–

p,’’ and ‘‘p–n.’’ The solid lines represent transport behavior across one pair of adjacent arms, and 

the dashed lines represent that of the other three pairs of adjacent arms [66]. 

 

First, I–V data recorded on the individual NWs in n–n and p–p crossed junctions show linear 

or nearly linear I–V behavior (Fig. 15.58B,C), indicating that the metal electrodes used in the 

experiments make ohmic or nearly ohmic contact to the NWs. This point is important since it shows 

that the NW–metal contacts will not make nonlinear contributions to the I–V measurements across 

the nanoscale junctions. In general, transport measurements recorded across the n–n and p–p 

junctions show linear or nearly linear behavior. These results indicate that interface oxide between 

individual NWs does not produce a significant tunneling barrier since a tunneling barrier would lead 

to highly nonlinear I–V behavior. In addition, the I–V curves recorded through each pairs of 

adjacent arms show similar current levels, which are smaller than that of the individual NWs 

themselves, demonstrating that the junction dominates the transport behavior. Taken as a whole, 

these data show that individual NWs can make good electrical contact with each other, despite the 

small contact area (10-12–10-10 cm2) and simple method of junction fabrication.  

Initial studies designed to probe the utility of this new approach for creating functional 

devices were focused on p–n junctions from crossed p- and n-type NWs. These junctions can be 

made reproducibly by sequential deposition of dilute solutions of n- and p-type NWs with 

intermediate drying. Typical I–V behavior of a crossed InP NW p–n junction is shown in Fig. 15.58. 
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The linear I–V of the individual n- and p-type NWs components indicates ohmic contact between 

the NWs and metal electrodes, while transport across the p–n junction shows clear current 

rectification; that is, little current flows in reverse bias, while there is a sharp current onset in 

forward bias. Significantly, this behavior is similar to conventional semiconductor p–n junctions. In 

a standard p–n junction, rectification arises from the potential barrier formed at the interface 

between p- and n-type materials [176]. In the case of our crossed NW p–n junctions, this picture is 

probably modified due to the presence of some interface oxide (Fig. 15.59), although a thin oxide 

will not change substantially the overall I–V response.  

 

 
Fig. 15.59. Band diagrams of the crossed NW p–n junction. (A) Band bending occurs prior to for p–

n contact due to surface Fermi level pinning; the bands bend further when the p- and n-type NWs 

come into contact to achieve equilibrium; (B) band bending in a clean p–n junction structure.  

 

The assignment of the observed rectification to the p–n junction formed at the crossing point 

between p and n-type InP NWs was further supported by several other pieces of evidence. First, the 

linear or nearly linear I–V behavior of individual p- and n-type NWs shows that ohmic contacts 

were been made between the NWs and metal electrodes, and thus exclude the possibility that 

rectification arises from metal– semiconductor Schottky diodes [176]. Second, the I–V behavior of 

the junction determined through each pair of adjacent electrodes (Fig. 15.58D) exhibit similar 

rectification and current level, which is also much smaller than the current through individual NWs, 

demonstrating that the junction dominates the I–V behavior. Third, four-terminal measurements in 

which current is passed through two adjacent electrodes while the junction voltage drop is measured 

across the two remaining electrodes exhibit similar I–V and rectification with only a slightly smaller 

voltage drop (0.1–0.2 V) compared to two-terminal measurements at the same current level. Fourth, 

measurements made on over 20 independent InP crossed p–n junctions showed similar rectification 

in the I–V data. Lastly, the formation of crossed NW p–n junctions is not by any means restricted to 

InP NWs, and is general to the wide range of materials. For example, p–n junctions have been 

assembled from p-Si/n-Si [67], p-Si/n-GaN [68], p-Si/n-InP, p-Si/n-CdS, and p-Si/n-CdSe NWs 



 74 

[177], and transport measurements have demonstrated that all of these crossed p–n junctions 

show consistent current rectification behavior.  

 

 

15.4.3. Bipolar Junction Transistors 

 

Since p–n junctions represent a basic element in many functional electronic devices, including 

amplifiers and switches, we have explored the possibility of assembling such devices at nanometer 

scale using the welldefined p- and n-type NW materials. As an example, integrated bipolar 

transistors [67], which are active devices capable of current gain, have been assembled from three 

distinct types of Si NWs in the form of two crossed junctions (Fig. 15.60A). A conventional bipolar 

transistor requires three distinct material types. For example, in n+–p–n structure, a highly doped n+ 

layer is used as an emitter (E), a p-type layer for the base (B), and an n-type layer for the collector 

(C) [176]. Significantly, this n+–p–n basic structure can be easily assembled with Si NWs since 

NWs with controlled doping type and doping concentration are available (Fig. 15.60C, inset) [65]. 

 

 
Fig. 15.60. Bipolar junction transistors. (A) Schematic illustrating the common base configuration 

of an n+–p–n bipolar transistor built from crossed Si NWs. (B) Collector current vs. collector–base 

voltage recorded on an n+–p–n transistor with emitter and collector Si NWs 15 µm apart. The 

numbers inside the plot indicate the corresponding emitter–base voltages. (C) The common base 

current gain vs. collector– base voltage. Inset: Typical SEM image of Si NW bipolar transistors [67]. 
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To characterize the electrical behavior of assembled NW bipolar transistors, the individual 

Si NW building blocks and p–n+ and p–n junctions were first tested, and found to exhibit ohmic or 

nearly ohmic metal contacts and rectification, respectively. The bipolar transistor characteristics 

were then assessed from measurements of the collector current as a function of C–B voltage (Fig. 

15.60B), while the n+ Si NW emitter was biased at different values. In general, the collector current 

is relatively constant (vs. C–B voltage) in the region from 0 to 6 V, which corresponds to the 

collector in reverse bias with only a very small leakage current, and this current value increases as 

the emitter forward bias/injected current is increased. The large collector current in reverse bias 

demonstrates these simple Si NW-based bipolar transistors exhibit behavior similar to that found in 

standard planar devices, and moreover, can exhibit very good current gain. The common base 

current gain, which is defined as the ratio of the collector current to emitter current (Fig. 15.60C), 

and the common emitter current gain, which is defined as the ratio of the collector current to base 

current, were found to be 0.94 and 16, respectively. The relatively large current gain observed in 

these simple devices suggests several important points. First, the efficiency of electron injection 

from emitter to base must be quite high, and can be attributed to the controlled NW doping that 

yields the desired n+–p E–B junction. Second, large current gains have been achieved in devices 

with large (e.g., 15 µm) base widths. This fact suggests that the mobility of injected electrons can be 

quite high in the Si NWs and is consistent with the direct mobility studies described above. These 

observations also indicate clear directions for improving the Si NW bipolar transistors. For example, 

it will be interesting to study the current gain as a function of base width, because it is easily 

possible to assemble structures with separations of the n+ and n-NWs of the order of 100 nm or less.  

 

 

15.4.4. Crossed Nanowire Field Effect Transistors  

 

A major motivation underlying research on nanoscale devices is to achieve integration at 

densities higher than possible with current technologies. The NW-FETs discussed above represent 

nanoscale analogs to conventional MOSFETs and have been very useful for testing basic device 

behavior (e.g., doping type and carrier mobility). However, the basic device structure of the NW-

FETs and similar NT FETs [54, 55] requires lithography to define metallic source–drain electrodes, 

and use either a global back gate (i.e., the doped silicon substrate) or lithography to define a more 

local gate. These design and fabrication features pose serious problems for integration. First, 

lithographically defined metal electrodes (i.e., source, drain, and gate) will limit integration to a 

level similar to that of conventional silicon technology. Moreover, the use of global back gate 
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electrodes eliminates the possibility of independently addressing individual devices, and thus is 

incompatible with integration in most architectures. Direct assembly of highly integrated functional 

electronic circuits based on NWs requires the development of new device concepts that are 

amenable to scalable integration. To this end, it was recently developed a novel crossed NW-based 

FET [68]. A crossed NW-FET (cNW-FET) is assembled from two NWs where one or both have an 

oxide coating that serves as the gate dielectric (Fig. 15.61A,B). This approach is quite flexible since 

nano-FETs can be readily assembled with p- or n-type active channel NWs and the gate NW can 

also be p- or n-type independent of the channel. For example, using n-type GaN crossed NW as the 

gate for a p-type Si NW, a p-channel cNW-FET is formed with both a nanoscale channel and a 

nanoscale gate. Typical I–Vsd data recorded for different NW Vgs resemble the characteristics of a 

conventional depletion mode p-channel FET device (Fig. 15.61C). Notably, the conductance of the 

Si NW responds very sensitively to the voltage applied to n-NW gate, and can be changed by more 

than five orders of magnitude with a 1–2V variation in the NW gate (Fig. 15.61D). In contrast, the 

conductance changed less than a factor of 10 for this same device when similar gate voltages were 

applied to the global back gate (Fig. 15.61D). The improved sensitivity can be attributed to the 

intrinsically thin gate dielectric between the two NWs. In addition, there is no leakage current from 

the n-NW gate when the cNW-FET is operated at low source– drain bias in the deletion mode since 

the crossed p–n junction is always reverse biased, and in this regard the device is similar to a 

junction FETs (JFETs) [176].  

 

 
Fig. 15.61. Crossed NW-FET (cNW-FET). (A) Schematics illustrating the cNW-FET concept. A 

nano-FET with both nanoscale conducting channel and nanoscale gate is obtained with one NW 

used as the gate for the other NW in a crossed configuration. (B) Schematic showing the critical 

device dimensions of the cNW-FET. Three intrinsic nanometer scale metrics are naturally defined 
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by the structure. (C) Gate-dependent I–Vsd characteristics of a crossed NW-FET. The NW gate 

voltage for each I–V curve is indicated (0, 1, 2, and 3V). (D) The curves showing I vs. Vg for n-NW 

and global back (light gray) gates for Vsd of 1V [68]. 

 

 

The cNW-FET represents an important new transistor concept for nanoelectronics. With this 

concept, three critical nanometer scale device metrics are naturally defined in assembled circuits 

without lithography: 1) a nanoscale channel width determined by the diameter of the active NW; 2) 

a nanoscale channel length defined by the crossed NW gate diameter; and 3) a nanoscale gate 

dielectric thickness determined by the NW surface oxide. Significantly, these distinct nanometer 

scale metrics are determined and can be controlled with near atomic precision during NW synthesis 

and subsequent assembly, and should enable higher gain, higher speed, and lower power dissipation 

devices than possible by conventional approaches. Moreover, the cNW-FET concept can be readily 

integrated in a parallel manner without lithography, thus enabling one to envision a straightforward 

way to nanometer scale integrated electronics of the future.  

 

 

15.4.5. Summary and Future Directions  

 

Overall, in this section, we have shown that semiconductor NW materials can be doped p- and n-

type in a precisely controlled way, and these electronically well-defined NW materials thus enable 

the assembly of a broad range of nanoscale electronic and optoelectronics devices, including FET, 

crossed NW p–n diodes, intra-NW p–n diode, bipolar transistors, cNW-FETs. Together, these 

devices represent a set of critical elements for the bottom-up assembly of more complex electronic 

circuits. To exploit best, this tool box of elements for building highly integrated electronic circuits 

will require several issues to be addressed, including: 1) production of device elements in high yield, 

2) development of rational methods for assembly of these elements into integrated device arrays, 

and 3) development of system architectures that best utilize these device element function(s) and 

assembly capabilities.  

The availability of electronically well-defined NW building blocks, which have enabled to 

demonstrate a series of nanoscale electronic devices, opens many exciting opportunities in 

nanoscale science and technology. For example, the nanoscale electronic devices may enable us to 

construct functional electronic circuits with integration density far beyond current technologies. The 

wide range of electronic applications described above are based primarily upon diffusive motion of 

electrons as in conventional devices—their uniqueness arises from the small size scale and our 
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ability to obtain unique function from combinations of materials that would be incompatible with 

conventional fabrication processes. In addition, other effects, such as the quantum mechanical or 

wave-like nature of carriers, will need to be accounted for sufficiently small structures [48, 178], 

and at the same time could open up entirely new possibilities for electronic manipulation and 

devices [179].  

The intrinsically nanometer scale devices assembled from NWs or NTs represent ideal 

systems to probe quantum phenomena and exploit devices exhibiting such phenomena for 

fundamentally new applications such as quantum computation [180, 181]. The availability of a wide 

range of NW materials opens up considerable opportunity for exploring these exciting directions 

since fundamental properties, such as the Fermi wavelength and number of conductance channels, 

can be systematically varied through choice of NW material (e.g., InAs vs. Si) and diameter, 

respectively.  

As an example of the potential of NWs to enable behavior not readily accessible with 

conventional planar devices, we consider recent studies of InAs NWs (Fig. 15.62A). Significantly, 

temperature dependent three-terminal transport studies show that the conductance of individual 

InAs NWs remain essentially unchanged over the temperature range from 300K down to 1.6K (Fig. 

15.62B). The temperature independent transport suggests strongly that electrons are not inelastically 

scattered by either impurities or phonons within the NWs, that is, that the electron transport is 

ballistic. This important conclusion is supported by several other pieces of data, including 1) most 

of the InAs NWs exhibit conductance values ranging from one quantum conductance (G0 = 2e2/h) 

to 8G0 and 2) the conductance shows little or no dependence on NW length. It has been also 

obtained similar results for clean Si NWs, and thus believes that the ballistic transport phenomena 

can be considered as a general property to exploit in NW-based nanoelectronics.  
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Fig. 15.62. Low temperature studies of InAs NWs. (A) Schematic showing an InAs NW device. 

Electron waves inside the NWs are partially reflected at the two metallic contacts, and the forward 

and backward reflected waves quantum mechanically interfere with each other. (B) Conductance vs. 

temperature of an InAs NW device. (C) Conductance vs. gate voltage (Vsd = 0.5 mV) at 1.6 K. The 

dashed line corresponds to a theoretical fit based on multichannel Landauer formalism.  

 

Transport studies also suggest that InAs and Si NWs can exhibit coherent phenomena. 

Specifically, low-temperature gate voltage-dependent conductance measurements exhibit 

reproducible, quasi-periodic conductance oscillations (Fig. 15.62C). These oscillations can be 

interpreted as quantum interference between electron waves reflected by two metallic contacts, 

much like optical waves interfere within a Fabry–Perot cavity. In our NW electron cavities, the 

gate-voltage modulates the Fermi level, and hence changes the Fermi wavelength and the 

interference of the electron waves inside the NW. The observed electron–wave interference has 

been quantitatively analyzed using a multichannel Landauer formalism [178, 182], where the 

overall conductance is determined from two 6 × 6 scattering matrices representing the NW–metal 

contacts and one 6 × 6 transmission matrix inside the NWs [181]. Significantly, the calculated 

conductance behavior accounts for both major and minor oscillatory features in the data, and show 

that these different features arise from the different sub-band modes of relevance to the InAs NW 

cavity.  
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The unique transport properties of these InAs and similar NWs could lead to a number of 

exciting opportunities for devices and systems integration. For example, ballistic transport will be 

important to advance interconnects and highly integrated nanosystems since it eliminates power 

dissipation within the NW. Ballistic and coherent transport should also enable spin-dependent 

transport and spin-based devices [183]. Moreover, the ability of NWs to exhibit coherence over 

large distances—that is, transmit quantum mechanical information—should also be important in the 

emerging field of quantum computing [180]. In a quantum computer, the usual digital ‘‘bits’’ are 

replaced by quantum bits (qubits), and these qubits can be manipulated in very different ways by 

forming superpositions or entangled states, and thereby used to solve computing tasks inaccessible 

to digital systems. We believe that the availability of high quality NW materials opens up a new 

pathway for assembling quantum devices and potentially exploiting the potential of quantum 

computing. 

 

 

15.5. SUMMARY AND PERSPECTIVES 

 

Two different paradigms have been demonstrated to have capability for the fabrication of 

electronic devices based on semiconductor nanowires. In the first strategy, nanowires synthesized 

via ‘‘bottom-up’’ approaches form aligned arrays through either postassembly or in situ catalyst-

positioning growth (i.e., nanowires grow from patterned catalyst nanoparticles into aligned arrays). 

Chemically synthetic ‘‘bottom-up’’ approaches can produce nanowires with a wide range of 

materials by controlling reaction conditions and precursors. The versatility of compositions 

provides a flexibility to choose suitable nanowires to meet specific applications. However, the 

moderate quality of nanowires (in terms of dimensional uniformity, purity, dopant concentration, 

doping uniformity, and surface crystallography) and assembled nanowire film (in terms of density, 

orientation, and end-to-end registry) might make it difficult to build large arrays of high-

performance devices with them. The current lack of effective approaches for assembling high-

quality nanowire thin films represents the main challenge for successful technology applications of 

these systems. In the second strategy, nanowires fabricated from high-quality, single-crystal, bulk 

wafers via ‘‘top-down’’ approaches adopt the organization and orientation defined by the pattern of 

mask. The resultant nanowire arrays can be transferred onto substrates through the ‘‘dry transfer 

printing’’ technique. A drawback of this approach is that it is limited to materials that currently 

exist in bulk wafer or thin film form. 

There is a very bright future for these electronically well-defined NW building blocks both 

in fundamental science and nanotechnologies. Specifically, we believe that only the very edge of a 
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broad range of ideas has been touched, and that there remain many fascinating fundamental 

problems in these NW systems, such as the role of finite size and coherent states. Well-defined 

semiconductor NWs also represent exciting systems to probe fundamental questions about 

localization or delocalization of electrical carriers and optical excitons in 1D. Further investigations 

will be not only critical to understanding fundamental issues in 1D systems, but also central to 

improved device characteristics and possibly conceptually and fundamentally new type of devices, 

such as single photon emitters and detectors, which could be critical for future quantum 

communication and computation. Continuing efforts will be required to develop even better control 

of NW synthesis and more and more sophisticated assembly approaches that can vary device 

functionality over multilength scales. Lastly, developing new device concepts and integrated 

architectures will be increasingly essential as we move closer to ultrahigh density integrated 

nanosystems. 

 

 

 

 

  

 



Ch 16 Photonic Crystals 

 
Nature provides a large variety of shapes and colors in living creatures. It makes use of many 

approaches to produce its colorful kaleidoscope, the most common methods being coloration by 

pigments, dyes, or structure. Although pigments and dyes owe their color to the absorption of light, 

structural color has its origin in geometric structures capable of manipulating the diffraction and/or 

reflection of light through periodically arranged photonic nanostructures. Usually, this form of 

color generation is more efficient. Insects, unlike plants, widely use this principle. Photonic crystals 

(PhCs) can be considered as periodic arrangements of regularly shaped materials with different 

dielectric constants. Periodicity can vary from one-dimensional (1D) to three-dimensional (3D). 

PhCs have distinct wavelengths of reflection that are governed by the distance between the layers 

or spheres, and this causes their specific color. If the periodicity of the crystal is changed, for 

example, by a (bio)chemical stimulus, the wavelength of maximum reflectance also will change. 

Hence, the effect offers a convenient tool for sensing, in particular if the effect can be made specific 

for the stimulus. Such effects also are even amenable to visual readout by unskilled operators. 

Moreover, methods are likely to be cheap, and handling is fairly easy. Some of these features make 

them more attractive than other kinds of stimuli-responsive materials. It therefore does not come as 

a surprise that such color changes have become the basis for a variety of physical, chemical, and 

biological sensors.  

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 



2. Fundamentals of Photonic Crystals 

 
It is well known that properties of free electrons and electrons inside the crystal solids are 

strongly different. This difference, mainly caused by scattering processes of electrons on the regular 

crystal potential (Fig.1a). It is very tempting try to make something similar to this for photons. 

Indeed, as photon as electron are the quantum objects characterized by wave-particle duality. 

Namely, the both theses objects are characterized by a wavelength (for example, the characteristic 

electron wavelength in semiconductors is  ~ 10 nm, and wavelength of photon in the visible region 

is ~500 nm), from one side. The both these objects are charactrised by a mass and then by a pulse, 

from other side. The question arises: if the bond electron exists, why does the similar state not exist 

for the photon? 
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Fig.1. Formation of band structure by scattering of electrons (a)  and photons (b) on the crystal 

potential  

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Indeed, it could be a possible to make some regular structure o scatterers at which the 

photons could form something similar “band photons” (Fig.1b). If such structures can exist they 

should be named as  photonic crystals. The idea to use the inhomogeneous structures which consist 

if the particles or other inhomo-geneities instead atoms. If dielectric constants of the constituent 

media are different enough, Bragg scattering off the dielectric interfaces can produce many of the 

same phenomena for photons as the atomic potential does for electrons. As a result, a photonic 

crystal could be designed to possess a complete photonic bandgap – stop band. The stop band is a 

range of frequencies for which light is forbidden to exist within the interior of the crystal.   

Indeed, in the absence of external currents and sources, Maxwell's equations can be reduced 

to the form 

2

2

1 ( ) ( )
( ) c

  ω
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H r H r
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 ,                                            (1) 

with H(r) magnetic component of electromagnetic field, ω frequency and c light velocity. Because 

dielectric constant ε(r)  is the parameter of the equation, the solutions  H(r) and  ω are determined 

completely by the strength and symmetry of  ε(r) . The  dielectric constant ε(r)  in photonic crystal 

 
 

 

 

Fig 2. a) Photography of the wings of Morpho rhetenor. Transmission 

electron microscopy image of the cross-section of its wing scales 

(insert)  
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is perfectly periodic. Then, the solutions will be characterized by a wave vector k and a band index 

n. Similarly to crystal solid state theory, the region of all allowed wave vectors lie in Brilloin zone 

and the set of all solutions is termed a band structure.    

Then, one can point out some simirarities between crystal solids and photonic crystals. First, 

periodic modulation of the refractive index in a photonic crystal forms a lattice similar to atomic 

lattice of solid-state. Second, behavior of photons in a photonic crystal is similar to electron 

behavior in an atomic lattice. Third, the existence of band gap as a result of lattice periodicity. 

Forth, the determination of the eigenfunctions in a photonic crystal is like to calculation of the 

particle wave functions in the theory of solid state physics.   

At the same time, there exist some differences between solid state and photonic crystals.  

Obviously, the main difference is the particle energy distribution. Electrons obey the Fermi-Dirac 

distribution while photons obey Boze-Einstein distribution. The electrons in the solids are affected 

by intracrystalline field which leads to the necessity of taking it into account. Because the structure 

of intracrystalline field is unknown and can not be measured directly, one needs to use some model 

approximations such as pseudopotential method. Photons are affected by artificially constructed 

structures the field of which can be relatively simple calculated.             

Nature uses photonic crystals (PhCs) to a wide extent. Animals such as certain butterflies 

and beetles use them for  mimicry and survival techniques, for example, to distract predators. The 

periodicity of the nanostructures ranges from one- to three-dimensional and can be found in a large  

variety of living species of higher order. Butterflies (such as 

Morpho rhetenor) are the organisms most commonly 

referred to in order to illustrate this effect (Fig.2). Such 

periodic structures can not only exhibit many hues of color, 

but can also change on application of an external stimulus, 

which leads to an alternation of color. 

 

 

 

 

 

 

The idea of use the 'crystal' properties of regular structure in optics was expressed by 

Yablonovitch and John. Both Yablonovitch and John suggested that structures with periodic 

variations in dielectric constant could influence the nature of photonic modes in an a material. 

Yablonovitch approach as an aim was to control the radiative properties of  such structures. John 

  
 

 
Fig.3. The structure having the  

photonic crystal properties – 

yablonovit.  



aim was to provide the effect of photon localization by introducing structures with  random 

refractive index variation Yablonovitch and co-workers were amongst the first to suggest 

constructing artificial three dimensional periodic structures to manipulate the proagation of light 

(Fig.3). The structure he designed, `Yablonovite' was built on a lengthscale of millimetres and 

shown to have a complete photonic band gap, that is to prohibit the propagation of microwaves in 

all directions for certain wavelengths which values are about of lattice constant of the regular 

structure. These regular structures with periodic variations in dielectric constant named as photonic 

crystals can continued progress in different branches of optics.   

The characteristic properties of photonic crystals is a arising of band gap (the energy band in 

which the photon states can not exist). The photonic energy structure in 3D photon crystal 

characterizing by the FCC symmetry is shown in Fig.4. We can see that frequencies in the range . 

Similarly to solid state the photonic band structure is mainly defined by  photonic crystal structure 

symmetry. Because of the periodic structure of  photonic crystals is artificially designed and can be 

made with prediction, the wide range of practical applications arise.  

 

 

    

 

Fig.4. The band structure of the photonic crystal (left) with inverted FCC lattice shown right 



The optoelectronic industry uses the optical fiber lines, where the usual frequencies are  in 

the range around 1.5 µm. It means that the lattice constant of a photonic crystal must be of the order 

of 0.5 µm. Although this dimension is about 103 times larger than the lattice constant of solid state 

crystal, it is still over very small range (micrometers). This is the reason to use the photonic crystal 

systems in the optoelectronics.      

   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                
 

Fig.5. The schematic cross-section of the photonic crystal fiber (left) near-field image of the cross 

section of photonic crystal fiber (right).  

 
Fig.6. The 2D photonic crystal structures with defect: 

micricavity in waveguide (a), and splitter (b)     



 

 

 

 

   
 

 

Fig.7. The results of calculations of near-field image of scanning near-field optical microscopy of 

photonic crystal splitters (symmetric- left) and nonsymmetric (right). 

 

One of usage of photonic crystal structure is photonic crystal fibers, proposed by Russel, in 2003. A 

pure silica core optical fibers with tiny air holes embedded in the host silica matrix running along 

the propagation axis, have boosted the fiber optic research due to their remarkable modal properties 

such as provide single-mode operation for very short operating wavelengths, remain single-mode 

for large scale fibers.  This allows us to achieve high birefringence and controllable dispersion 

characteristics which cannot be chieved with conventional optical fibers. The photonic crystal fiber 

consists of a triangular lattice air holes where the core is defined by missing air hole (Fig.5). The 

core diameter is 2 / 2a d= Λ −  , with Λ the air hole pitch (the distance between the centers of 

neighboring air holes. The background material is regular silica with a cladding refractive index 

n=1.45.  

 The other branch of usage of photonic crystals is optical insulators. Utilization of the 

photonic crystals as an optical insulator, as a rule, is reduced to the utilization of the photonic 

crystal possibility to localize the radiation inside the defect of the periodic structure. At that, the 

radiation wavelength must lie inside the photonic band gap. Main devices which can be developed 

on the basis of such a photonic crystal property are microcavities, waveguides and sharp waveguide 

bends, splitters, couplers etc (see, for example, Fig.6). Main function of microresonators is based on 

the possibility of the photonic crustals to localize the radiation inside the defect area of the periodic 



structure. In fact, the defect can be represented by the shift, variation of the parameters or missing 

of some elements or group of elements. These structures can be, for example, used in the 

photoelectronic devices in the input-output systems. Indeed these systems could have the 

dimensions about few µm dimensions.  The surface plasmons can be splitted in the 2D photonic 

crystal splitters successfully as it is shown in Fig.7 where the near field images presented 

 

 We can see that the both symmetric and nonsymmetric types of photonic crystal 

splitters can rather efficiently conduct the surface plasmons in 2D structures. Fig.8 demonstartes the 

experimental results of surface plasmon splitting by 2D photonic crystal. One can see that similarly 

to the theoretical calculations the experimental scanning near-field image suggests that the surface 

plasmon splitting is rather efficient and can be used in the optoelectronic devices. 

An unusual optical properties of special type of photonic crystals can be observed when the each of 

the elements of photonic crystal has a special structure. Namely, it could be realized an artificially 

structured composite which would show to exhibit a negative index of refraction over a band of 

microwave frequencies. Experimental results revealing new phenomena and potential applications 

for these artificial materials exhibit exotic properties of this materials main of characteristics of 

which is a negative index of refraction. The properties such as artificial magnetism, negative 

 

 

  
 

  

Fig.8. The surface plasmon splitter based on the 2D photonic crystal. The scanning tunnel 

microscopy  image of the structure is shown above, the scanning near-field optical microscopy 

image is shown below. 

   



ermittivity, and negative permeability have been observed in fabricated metamaterial composites.  

The main idea of metamaterial was formulated by Veselago. To understand Veselago's idea one 

should to write Maxwell's equation determined 1D electromagnetic wave propagation within a 

medium characterized by dielectric constant ε and magnetic permeability µ (cf. Eq.(1)) 

 
2 2

2 2 ( , ) 0x t
x t

 ∂ ∂
− εµ = ∂ ∂ 

E .                                               

(2) 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This equation has a solution  

                                             ( )
0( , ) i nkx tx t e −ω=E E  ,                                                      (3) 

 

where refractive index  n = εµ , k is a wave vector and ω is a frequency.  In this equation ε and μ 

enter as a product and it would not appear to matter whether the signs of ε and μ were both positive 

or were both negative. Propagating solutions exist in the material whether ε and μ are both positive 

or are both negative. So what, if anything, is the difference between positive and negative 

materials? 

 

 

 

 
 

 

 

Fig.9. Formation of image by thin lens. Conven-tional lens 

need a wide aperture for good resolution but even so are 

limited in resolution by the wavelength employed.  

 



  

 

Note, we in principle could write n = − εµ . The important step is that the square root of either ε or 

µ alone must have a positive imaginary part.  This is necessary for a passive material. This briefly 

stated argument shows why the material Veselago pondered years ago is so unique: the index of 

refraction is negative. A negative refractive index implies that the phase of a wave advancing 

through the medium will be negative rather than positive. As Veselago pointed out, this 

fundamental reversal of wave propagation contains important implications for nearly all 

electromagnetic phenomena. Many of the exotic effects of negative index have been or are 

currently being pursued by researchers. But perhaps the most immediately accessible phenomenon 

from an experimental or computational point-of-view is the reversal of wave refraction. In part 

henoted that a negative index focusing lens would need to be concave rather than convex. For thin 

lens, geometrical optics valid for either positive or negative index gives the result that the focal 

length is related to the radius of curvature of the lens by / ( 1)f R n= − . The denominator in the 

focal length formula implies an inherent distinction between positive and negative index lenses, 

based on the fact that an 1n = ±   material does not refract electromagnetic fields while an 

1n = − material does.  To make a conventional lens with the best possible resolution a wide aperture 

is sought. Each ray emanating from an object (see, Fig.9) characterizes by wave vector components 

along the axis of the lens 0 coszk k= θ  and perpendicular to the axis 0 sinxk k= θ . The former 

component is responsible for 

transporting the light from object to 

image and the latter represents a 

Fourier component of the image for 

resolution: the larger we can make 

xk , the better. Naturally the best that 

can be achieved is 0k  and hence the 

limit to resolution of  
 

0/ / 2k∆ ≈ π ≡ λ  ,                                                                     

(4) 
 

with λ wavelength. This restriction 

is a grate problem in many areas of 

optics. In contrast to the image, there is no limit to the electro-magnetic details contained in the 

 

 
 

Fig.10. The missing components of the image are con-

tained in the near field which decays exponentially and 

makes negligible contribution to the image. 



object but unfortunately not all of them make it across the lens to the image. The problem lies with 

the z-component of the wave vector 

which can be written as 

. Evidently for large 

values of kx , corresponding to fine 

details in the object, kz is imaginary 

and the waves acquire an 

evanescent ones. By the time they 

reach the image they have 

negligible amplitude as it is shown 

in Fig.10. This is near-field regime, 

when the field does not transfer the 

energy. Unlike in the far-field 

regime the ray propagates and 

transmits the energy.  If by any 

specific way, one could amplify the 

near fields, one could in principle 

recoup their contribution, but the amplification would have to be of just the right amount and 

possibly very strong for the most localized components. This is a tall order but by a remarkable 

chance the 

new negative 

slab lens 

achieves this 

feat. This 

situation is 

shown in  

Fig.11 where 

rays 

contributing 

to the image 

for the 

negative slab, 

when , , and .  

 
Fig.11. The image formation in the slab when , 

, and  

 
                   (a) 

 
                   (b) 



  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

To construct the similar "super 

lens" the idea of periodic photonic structures is fruitful. Namely, photonic crystals are periodic 

dielectric or metallic structures capable of achieving negative phase velocity and thus negative 

refractive index. However, these structures are not easily described by bulk parameters such as ε 

and μ.  Rather, we are concerned here with those artificial  

structures that can be viewed as homogeneous, described by values of ε and μ. The desired material 

consists of an array of subwavelength elements, designed independently to respond preferentially to 

the electric or magnetic component of an electromagnetic wave. The unit of such photonic crystal 

should consist of the split ring resonator (Fig.12 a) which provides the response to the magnetic 

component of the electromagnetic field and element for electric response (Fig.12b).   

The artificial material having the properties of metamaterial is shown in Fig.13. We can see that the 

both properties of elements provided the response to the magnetic and electric component of the 

electro-magnetic field are presented in this structure.  

 Then, we can see that the new artificial materials named as photonic crystals have the new 

unusual properties which can used in different branches of modern sciences and practical 

applications.  

Fig.12. Elements used as split ring resonator providing the   response to the 

magnetic component of the electro-magnetic field (a); the artificial medium used 

for electric response to the electric component of elecgtromagnetic field 

 

Fig.13. An metamaterial formed by split ring resonators and 

wires deposited on opposite sides of a circuit board. 

 

http://commons.wikimedia.org/wiki/File:Left-handed_metamaterial_array_configuration.jpg


  



Ch17 Superconductivity 
 

 

The phenomenon of superconductivity when the electrical resistance of mercury completely 

vanishes at low temperatures, was first discovered by the Dutch physicist Kamerlingh Onnes, who was the 

first to liquefy helium1. The view of Kamerlingh Onnes's laboratory is shown in Fig.1. In 1911 Kamerlingh  

Onnes with colleagues discovered the phenomenon of superconductivity while studying the resistance of 

mercury at low temperatures (Fig.2). The mercury was chosen because 

very pure samples could easily be prepared by distillation. 

1 Mercury boils at 4.2 K at standard pressure. 

        

 
 

              
 

Fig.1. Low temperature laboratory, leading by  

Kamerlingh Onnes, where the liquid helium was 

firstly obtained.  

Fig.2 The resistance of mercury measured by Kamerlingh 

Onnes. 

Tabl.1 

element TC , K 

Al 

Hg 

Nb 

1.19 

4.15 

9.2 
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 The term “superconductivity” refers to a complex of phenomena 

which are usually found to occur together. It occurs in a wide variety of 

metals and alloys, below a certain temperature called as transition 

temperature or critical temperature Tc which currently ranges up to ~ 150 

K. Of the various constituent phenomena, the two which are conceptually most important are macroscopic 

diamagnetism and perfect conductivity. For more than ten years Kamerlingh Onnes's laboratory was unique 

in which can liquefy helium. Then, the next superconductor discovered in Leiden Kamerlingh Onnes's 

laboratory  was Sn (1913). In 1923 liquid helium was obtained in Berlin and Toronto. Soon after first 

measurement of critical temperature in Hg and Sn many other elemental metals were found to exhibit zero 

resistance when their temperatures were lowered below TC. Some values of critical temperature for the 

metal elements are shown in Tabl.1. We can see that critical temperatures of metal elements are no 

exceeded 10 K. Scientists from Leiden laboratory become measuring the influence of magnetic field on the 

superconductivity. It was established that metal can transmits to normal state at temperature lowered below 

TC under action magnetic field. The magnetic field, at which the transition from superconducting state to 

normal state is observed, was named critical field. The studies of magnetic field acting to the 

superconductors resulted in two very important discovering. In 1933, Walter Meissner and Robert 

Ochsenfeld discovered a magnetic phenomenon that showed that superconductors are not just perfect 

conductors. Namely, they established that superconductors are macroscopic diamagnetic.  Comparing 

behaviors of superconductor and ideal conductor under external magnetic field acting is schematically 

shown in Figure 3.  Imagine that both the ideal conductor and superconductor are above their critical 

temperature. That is, they both are in a normal conducting state and have electrical resistance. When a 

magnetic field, B, is acted to the both samples, the field penetrates into the both materials. Both samples are 

then cooled so that the ideal conductor now has zero resistance. It is found that the superconductor expels 

the magnetic field from inside it, while the ideal conductor maintains its interior field. The phenomena of 

magnetic expelling from inside superconductor is named Meissner effect. The ideal  

Pb 

La 

Sn 

7.2 

4.8 

3.7 
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diamagnetism was discovered by Meissner and Ochsenfeld for rods made of lead or tin. This expulsion 

effect, similar to the property R = 0, can be nicely demonstrated using the “levitated magnet”. In order to 

show the property a perfect conductivity, in Fig.4 one has lowered the permanent magnet towards the 

superconducting lead bowl, in this way generating permanent currents by induction. To demonstrate the 

Meissner-Ochsenfeld effect, one places the permanent magnet into the lead bowl at T > Tc (Fig.4, left) and 

then cool down further. The field expulsion appears at the superconducting transition: the magnet is repelled 

from the diamagnetic supercon-ductor, and it is raised up to the equilibrium height (Fig.4,from left to  right). 

The next discovery under magnetic field action was established of two types superconductors I and II. The 

idea of two different types of superconductor behavior under magnetic field is connected with two types of 

superconductor was 

formulated by Shubnikov 

and his colleagues in 30-

th years of XX century. 

What did Shubnikov 

establish? When the 

magnetic field on the 

surface of the 

superconductor exceeds 

the 

 

 
Fig.4 “Levitated magnet” for demonstrating the Meissner-Ochsenfeld effect in the 

presence of an applied magnetic field. Left: starting position at T > Tc. Middle & 

Right: equilibrium position at T < Tc. 

                                

 

 
Fig.3 

 

Penetration of external magnetic field B inside an ideal conductor (left) and superconductor (right) 
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critical value, it starts to penetrate the superconductor, which then phase separates. The superconducting 

phase now coexists with the normal phase which contains the magnetic field in the bulk of the material. 

Now, a surface separating these two phases could be expected to exist. As a matter of fact, it does in some 

materials, but in others, this surface becomes unstable, and the normal phase disperses itself finely into the 

superconducting phase in the form of vortices containing discrete quanta of the magnetic flux. The materials 

in which the phase interface between the superconducting and the normal state is stable are designated as 

type I, while the others are type II2 (Fig.5). Type II materials enter into a mixed state when the magnetic 

field begins to penetrate the bulk of the superconductor. Magnetic vortex lines start to nucleate at the surface 

and drift into the bulk of the material when the magnetic field on the surface becomes stronger than the 

lower critical field. Magnetic vortex lines continue to accumulate inside the material until they become so 

2 All the high temperature superconductors that were discovered since 1986 are type II materials. 

               

 T < TC 

B < BC B > BC                            

 

T < TC 

1 2C C< <B B B  

 
 

Fig.5. Superconductors I and II types behavior under magnetic field action. I type superconductor (left) 

expels the external magnetic field from inside it when magnetic field B does not exceed the critical value 

BC. Increasing of magnetic field up to value B > BC leads to break of superconducting state. II type 

superconductor expels the external magnetic field from inside it when magnetic field B does not exceed the 

lower critical value 
1CB . When external magnetic field lies between lower and upper critical values 

1 2C C< <B B B , the applied field is able to partially penetrate the superconductor, so the Meissner effect is 

incomplete. The superconductor is in  Shubnikov phase (or mixed state). When external field 
2C>B B , the 

uperconductivity completely vanishes 
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dense that they destroy superconductivity in the 

material altogether. This happens at the upper 

critical field. The lower critical field is lower, 

and the upper critical field is higher than the 

thermodynamic critical field, which is the 

critical field expected on the basis of the 

difference in free energy between the 

superconducting  

and normal states of the material. As a result, 

one can present the phase diagrams of 

superconductors I and II types in Fig.6. Then, 

the first type (type-I) superconductors expels 

the magnetic field up to a maximum value Bc, the critical field. For larger fields, superconductivity breaks 

down, and the sample assumes the normal  

conducting state. Here the critical field depends on the temperature and reaches zero value at the transition 

temperature Tc. Mercury or lead are examples of a type-I superconductor. The second type (type-II) 

superconductors demonstrates ideal diamagnetism for magnetic fields smaller than the lower critical 

magnetic field 
1CB . Superconductivity completely vani-shes for magnetic fields larger than the upper 

critical magnetic field 
2CB  , which often is much larger than 

1CB . Under the external magnetic field  

1 2C C< <B B B the mixed state (Shubnikov phase) occurs. Both critical fields reach zero at Tc. This behavior 

is found in many alloys, but also in the high-temperature superconductors. In the latter, 
2CB  can reach even 

values larger than 100 T. 

 

 

Phase diagram of type I  
superconductor 

Phase diagram of type II 
superconductor 

Normal state 
Normal state 

Meissner 
state 

Meissner 
state 

Mixed 
state 

 
 

Fig.6. Phase diagrams of superconductors I and II types  
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The penetration of magnetic field inside the 

superconductor can be observed as in the sample of 

type II superconductor as type I superconductor. 

There are  mixed state of type II superconductor and 

intermediate state of I superconductor. What is the  

intermediate state of I superconductor? Consider the 

sample of type I superconductor shaped as thin film 

(Fig.7).   One can see, that due to geometry of the 

sample superconductor divides on the normal and 

superconducting domains. The reason of this 

phenomena one can understand considering the acting 

of external magnetic field to the samples shaped as thin needle and sphere. In Fig.8 the acting the external 

field H0 to the samples is shown. We can see that magnetic field is H = H0 at the vicinity of the sample 

shaped as a needle. But different values of local magnetic field are observed at different domains at the 

sample shaped as a sphere. It means that in certain domain near the sample the local magnetic field can 

exceed the maximum value at which superconductivity vanishes. At these domains the penetration of 

magnetic field inside the sample can be realized. The connection between the external field in far zone H0 

and Hm can be found 

 

 

 

        
 

 

Fig.7. Penetrating the magnetic field into the sample of I type superconductor - the intermediate state of 

superconductor (left). Penetration the magnetic field into the sample II type superconductor, where  the vertexes 

with core of normal state arise  – the mixed state of superconductor (right)  

 

 

H = Hm 
 

H0 is the field in far zone 
 

H = H0 

 
Fig.8. To explanation of intermediate state in I type 

superconductor. 
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via expression 

 

0

1m
HH

n
=

−
  ,                            (1)    

 

where parameter n is characterized by shaping of the superconductor sample. For example, if the sample is 

shaped as a cylinder, axis of which is oriented parallel to the field direction, parameter n equals to zero. 

When cylinder axis is oriented perpendicularly to the field direction, 1/ 2n = . Spherical sample of I type 

superconductor is characterized by 1/ 3n = . The flat plate oriented perpendicularly to the field direction is 

characterized by 1n = .   

In 50-th years of XX century the isotopic effect was discovered. The effect reflects the connection 

between the transition temperature to superconducting 

phase and isotopic mass of the metal (see, Fig. 9). In 

part,  the /CT const M= connection was established 

for most superconductors. Most thermodynamic 

properties of a superconductor are found to vary as 

( )exp / Bk T−∆ , indicating the existence of a gap, or 

energy interval with no allowed eigenenergies, in the 

energy spectrum.  

 All these experimental facts are needed to be 

explained.  

 Consider now the thermodynamic properties of 

superconductors. To make this consider the I-type 

superconducting cylinder along which the external 

magnetic field H0 is applied (Fig.10). When the field 

H0 is less than critical field HC ,   the Meissner effect  

observes. It means that inside the cylinder  B = 0 and magnetic momentum of unit of volume of the cylinder 

M = − H0 / 4 π . The external source of the field operates the work when the field changes as dH0 . Then one 

can write 

0 0 0 / 4d d− = πM H H H  .                                                (2) 

      
 
Fig.9. The dependence of transition temperature TC 

of mercury on its isotopic mass. 
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When the field arises from zero up to certain value H0 , the source operates the work  

 

0
2

0 0
0

 / 8
H

A d H= − = π∫ M H  .                                                        (3) 

 

The free energy of the superconductor under the magnetic field action is written as 
 

2
0 0 / 8sH sF F H= + π  .                                                               (4) 

 

When the magnetic field increases up to critical value, the sample transmits to normal 

state. Then, 

 
2

0 / 8n s CF F H= + π  .                                                                 (5)  

 

If one subtracts Eq.(4) from Eq.(5), one obtains very important expression 
 

2
0 / 8n s CF F H− = π  ,                                                                (6) 

 

which manifests that the critical field of bulk superconductor  is a measure of energetic 

efficiency of superconducting state. Write now the first principle of thermodynamics 
 

Q R Uδ = δ + δ  .                                                    (7) 
 

The term in left part of Eq.(7) means the increment of thermal energy density. The first term in right part of 

Eq.(6) is the increment of thermal energy density, and second term is the increment of the internal energy. 

Because of the free energy density is  
 

F U TS= − ,                                                       (8) 

the variation of it can be written as  
 

F U T S S Tδ = δ − δ − δ .                                                (9)  
 

 

H0 

 
Fig.8. To conside-

ration of thermo-

dynamical proper-

ties of supercon-

ductor 
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Using that the considered process is reversible one, or Q T Sδ = δ , we obtain from Eq.(7) 
 

U T S Rδ = δ − δ .                                                                  (10) 
 

Then, one can rewrites Eq.(9) in the form  
 

F R S Tδ = −δ − δ .                                                              (11) 

 

This equation in the case of adiabatic process gives us  
 

R

FS
T

∂ = − ∂ 
 .                                                                  (12) 

 

Which with taking into account Eq.(6) immediately leads to 

 

4
C C

s n
R

H HS S
T

∂ − =  π ∂ 
 .                                                           (13) 

 

As it follows from Nernst heat theorem, at T = 0 the entropy of each body S = 0. It means that 

0

0C

T

H
T =

∂  = ∂ 
.                                                               (14)  

 

Then, the curve HC(T) characterises by zero derivative at T = 0. From the other side, the behavior of HC(T) 

established experimentally, obeys the formula 
2

( ) (0) 1C C
C

TH T H
T

  
 = −  
   

 .                                                       (15) 

 

We can see, that HC(T) is the monotonically decreasing quantity. It means that  
 

 

0CH
T

∂
<

∂
.                                                                     (16) 

 

Using this expression, one can se from Eq.(13), that 
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s nS S< .                                                                       (17) 

 

This inequality means that superconducting state is more ordered state than normal state. Then, transition 

from normal state to superconducting state is the phase transition.  

Because of  0CH =  at CT T= , then    at    s n CS S T T= = . It means that the transition at  T = TC  occurs 

without absorption or latent heat release. Then, the transition from normal metal state to superconducting 

state at T = TC  is the second order phase transition. On the other side, at T < TC  the transition from 

superconducting state to normal state occurs under magnetic field action, when Sc < Sn  . Then, the 

transition over magnetic field occurs with latent heat absorption. It means that all transitions under magnetic 

field action in superconductors are the first order phase transitions.   
The electrodynamic properties of superconducting can be explained in the frame of 

phenomenological approach developed by Londons.  Londons supposed that two kinds of current densities 

form the total current inside superconductor: normal  jn  caused by normal electrons and js caused by 

superconducting electrons   
 

n s= +j j j .                                                                    (18) 

 

One supposes that  0=D  and 1µ = . Then, taking into account that  n s<<j j  one writes Maxwell equations 

for superconducting electrons 
 

  

0,     0,

1 4,      .s

div div

rot rot
c c

= =

π
= − =

E B

E B B j
                                               (19) 

 

These equations were added by London’s constitutive equations:   

Acceleration equation describes the current increasing when electric field acts to superconductor (this 

equation describes an infinite conductance of superconductor)   
 

s

t
∂

Λ =
∂
j E ,                                                                 (20) 

and 
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1
srot

c
Λ = −j B .                                                             (21)   

Here the designation     

2
s

m
n e

Λ =                                                                         (22) 

 

was introduced, with m mass of superconducting electrons, ns its concentration and e its charge. Origin of 

Eq.(20) is motion equation of superconducting electrons under action of electric field E 
 

  sdm e
dt

=
v E .                                                                   (23) 

 

Multiplying the both sides of this equation by concentration of superconducting  electrons and taking into 

account that s s sn e=j v one obtains 

2
s

s

dm
n e dt

 
=  

 

jE                                                                 (24) 

the first London's equation (22). 

The 2-nd London’s  equation one can obtain from the next circumstances: Let   Fs0 is supercon-

ductor free energy without current and magnetic field action. The density of kinetic energy of 

superconducting  current  
  

2
2

22 2
s

kin s s
s

mv mW n j
n e

= = .                      (25) 

 

Then, using Maxwell’s equation ( )rot 4 / sc= πH j , one obtains 

 

( )
2

2rot
8kinW λ

=
π

H ,                                                                (26) 

with  

      
2

2
24 s

mc
n e

λ =
π

 .                                                                  (27) 
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The local density of magnetic energy inside superconductor is 2 / 2H π  . Total free energy of the super-

conductor can be written as 

( )23 2 2
0

1 rot
8sH s d r  = + + λ π ∫ H HF F .                                                  (28) 

 

The variation  equation 0sHδ =F   gives the magnetic field function at which sHF  reaches of minimum. 

Because of [ ]rot rot div= −a b b a ab , one can write the variation 

 

( ) [ ]3 2 3rotrot div rot ,sH d r d r δ = + λ δ − δ ∫ ∫H H H H HF .                           (29) 

 

 The integral of last term of right part of Eq.(29) can be rewritten with Gauss theorem [ ]rot , 0
S

d δ =∫ S H H , 

where integration is over superconductor surface. Magnetic field at the surface is an external field which is 

given quantity. Then 0δ =H . As a result, one obtains 
 

( )3 2 rotrot 0d r  + λ δ = ∫ H H H .                                                  

(30) 

 

Taking into account that field variation is an arbitrary, one 

obtains from this equation the 2-nd London's equation 

( )2 rotrot 0+ λ =H H .                                                          

(31)  
 

               To clarify the physical sense of parameter λ, one should consider the penetration of external 

magnetic field inside superconductor. Let magnetic field directed along OZ axis has a value (0)zH at the 

surface of superconductor and, then is ( )0,0, ( )zH x=H . From second London’s equation one obtains 

 

2

2 2

1z
z

H H
x

∂
=

∂ λ
.                                                                   (32) 

 

Solution of this equation is written in the form 

 

superrconductor 
x 

H z 
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/( ) (0) x
z zH x H e− λ= .                                 (33)              

 

This solution, obviously means that the magnetic field penetrates into the superconductor to characteristic 

depth λ. This penetration depth is called as London's penetration depth. Because λ depends on 

superconducting electrons concentration sn which depends on temperature, the London's penetration depth 

depends on temperature. Then, at T = 0 , minλ = λ . At T = TC , λ = ∞ . Note, characteristic value of  λL is 

about 610  cmcharact
−λ = .  

     

V.Ginzburg and L.Landau developed the phenomenological theory of superconductivity (GL theory) 

based on the London's idea of two kind of curriers. The main point of  GL approach is the existence of an 

“order parameter” (“macroscopic wave function”), which has the general nature of a Schrödinger wave 

function – in particular, is complex scalar.  

 Let us consider the circumstances lied in the base of GL theory. 

The transition from normal to superconducting state is characterized by order parameter. The macroscopic 

wave function can be chosen as order parameter. Namely, 

 

0,     
( )  

0,    

C

C

T T

T T

≠ <Ψ → 
 = ≥

r                                                                (34) 

Let the wave function is normalized as 
2( ) / 2snΨ =r ,                                                                   (35) 

 

where sn is concentration of superconducting electrons. The, we cam write the free energy of 

superconductor when temperature is about critical temperature ( ,    C CT T T T≈ < ) 

 

2 4( ) ( ) ( )
2S C NF T T F β

≈ = + α Ψ + Ψr r  ,                                           (36)   

 

with  α and β the constants which can be found from minimize of free energy. Indeed, the main state of 

superconductor corresponds to minimum of free energy  

Fig.8. The penetration of magnetic field inside 

superconductor 
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2

(0) 0
( )

S

S

dF
d

=
Ψ r

 ,                                                              (37) 

 

where (0)F is a free energy when H = 0. This equation gives us   

 
2( ) 0 Sα + β Ψ =r ,                                                         (38) 

 

from which one obtains the value of order parameter, corresponding to superconducting state   
 

2 ( )S
α

Ψ = −
β

r  .                                                               (39) 

 

This expression, in part, shows us that coefficients α and β have a different signs. Substitution of the order 

parameter [Eq.(39)] into free energy [Eq.(36)] gives us 
 

2 2 21 1(0)
2 2S NF F α α α

− = − + = −
β β β

.                                                 (40) 

Taking into account that 
2

(0)
8

C
S NF F− = −

π
H ,                                                               (41) 

one obtains 
22

2 8
Cα

=
β π

H .                                                                    (42) 

Because of  

0,      ,
( )  

0,     ,

C

C

T T

T T

≠ <Ψ → 
 = ≥

r                                                           (43) 

 

we can suppose that 

( ) 0CTα = ,                                                                  (44) 
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which  allows us to write 

( )( ) ~ a
CT T Tα − .                                                            (45) 

 

Taking into account that when T → TC  (T > TC), parameter α should be added, then  
 

 

( )( ) ~ CT T Tα − .                                                            (46) 

 

To stable superconducting state, parameter β have to be positive. Indeed, when T < TC , α < 0. Because of  
2| ( ) | /sΨ = −α βr  and 2| ( ) | 0sΨ >r  this expression can be valid only when β > 0. As a result, one can write 

 
2 4

0 ( ) ( / 2)CF T T= α − η + β η  .                                               (47) 

 

The GL theory can be generalized for inhomogeneous systems. The initial point of the theory is Gibbs free 

energy in the form 

( ) ( )22
2 4 01 1 2( )

2 4 8 4S N
f

rot roteG G i dV
m c

   = + α Ψ + β Ψ + − ∇ − Ψ + −   π π   
∫

A A H
H A .       (48)  

 

The main state of the system is found by varying of the energy 
 

* ( ) 0SG
Ψ

δ =H .                                                           (49) 

As a result, one obtains the first GL equation 

 
2

2 1 2| | 0
4 f

ei
m c

 αΨ + β Ψ Ψ ∇ + Ψ = 
 

A+ ,                                        (50) 

with the boundary condition 

2 0ei
c

 ∇Ψ + Ψ = 
 

A n .                                                       (51) 

 

Here n is an orth of normal to the sample surface. The second equation of GL theory can be obtained by 

varying of Gibbs free energy over vector potential A 
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( ) 0SGδ =A H .                                                               (52) 

The variation gives us 

( )
2

* * 2
2

2 1| | 0
2 s

f f

i e e
m c m c c

 
Ψ ∇Ψ − Ψ∇Ψ + Ψ + =  

 
A j .                              (53) 

 

Eqs.(50), (51) and (53) usually are written in the standard form 
 

2
22

0

2 0S i
 π

ξ ∇ + ψ − ψ + ψ ψ = Φ 
A ,                                           (54)     

0

2 0i
 π

∇ + ψ = Φ 
A n ,                                                  

(55) 
 

( )
2

* *0
2 24 L L

rotrot i
ψΦ

= − ψ ∇ψ − ψ∇ψ −
πλ λ

A A .                                 

(56) 
 

Here the next designations were introduced 

0
c

e
π

Φ =
h                                                                (57) 

quant of the flux; 
2

2

4S
fm

ξ =
α

h                                                            (58)  

the length of coherency; 
2

2
24

f
L

S

m c
e n

λ =
π

                                                          (59) 

penetration length. 

 To clarify the physical sense of the length of coherency, let us consider contact between the normal metal 

and superconductor (Fig.9). Suppose that the normal metal film is rather thin. It means that  

 

x 

normal metal superconductor 

( )xψ
( ) 1xψ =
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.                     (60)  
 

Write now GL equation for order parameter (wave 

function of superconducting electrons) ψ  
  

 .                  (61) 

 

Taking into account Eq.(60), we can suppose that 

at vicinity of interface "normal metal-

superconductor" we can write 
 

.            (62) 

 

Then,  one obtains equation for small parameter ε(x) 

 

,                        (63) 

or 

 .                                                            (64) 

This equation has a solution  

,                                                                   (65) 
 

where parameter a  is found from characteristic equation , .  Because of 

 and ,  we can write solution [Eq.(65)] in the form 
 

Fig.9.  Contact between the superconductor and thin 

normal metal film 
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 ( ) (0)exp 2
s

xx
 

ε = ε − ξ 
.               (66) 

 

This solution sows us that the length sξ  characterizes the distance at which parameter ( )xψ is 

inhomogeneous. Other words, parameter sξ is the length at which wave function of supeconducting 

electrons ψ(x) is coherent.  

 Let us rewrite the expression for penetration depth in the form  
2 2 2

2
22 224 88

f f f
L

s

m c m c m c
e n ee

β
λ = = =

π π απ Ψ
. 

Taking into account Eq.(58) we ca write 

 
2

2
2

2
2

,
8

.
4

f
L

S
f

m c
e

m

 β
λ =

π α



ξ =
α

h
                                                                  (67)      

 

Then, using the fact that dependence of parameter α on temperature is described by Eq.(46), one obtains 
 

1 ,

1 .

L
C

S
C

T T

T T

λ −

ξ −

:

:
                                                                (68) 

 

It means that penetration depth and length of coherency leads to infinity when T → TC as 1/2( )CT T −− .          
 The knowledge of superconductivity in the 1950’s allows to suppose that superconducting current is 

provided with electrons pair and it was already suspected that the electron phonon interaction was 

responsible. Leon Cooper considered interaction between of two electrons which states are in the vicinity of 

Fermi sphere. Cooper showed that the noninteracting  electrons are unstable towards the addition of a single 

pair of electrons with attractive interactions. Earlier Frölich showed that the electron-phonon interaction can 

be origin of the attractive potential. According to Cooper, the electron-phonon interaction is strongest for 

those electrons with single-particle energies ∈k  within the shell of thickness ωq at Fermi sphere (Fig.10). To 

Fig.10. Electron scattered by phonon exchange in the 

states of the shell of thickness Dω  about Fermi sphere  
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understand why the electron-phonon interaction leads 

to electron pairs formation, Cooper supposed that 

effective electron-electron interaction can be presented 

in the form 
 

 ,  ,
0  ,    otherwise

k k C
kk

V
V ′

′

− ∈ ∈ < ω
= 


                   (69) 

 

 As a result, Cooper obtained the bound state equation 

in the form 
 

2

k
k

k
k

V u
u

E E

′
′=
−

∑
 ,                       (70) 

where summation is only over the states k such that F k F CE E E< < + ω . This supposition allows us to 

eliminate ku by the summing both sides of equation (70) ...
k

∑  . 

This yields 

 

0 0
2 21 1 1 1 1 ln

2 2 2 2 2

F C

F

E
F C

k k FE

E EN d N
V E E E E E

+ω + ω −
= ξ =

− ξ − −∑ ∫  

,                            (71) 
 

where N0 is a density of states  at the Fermi surface. Then, for a 

weak coupling ( 0 1N V << ), one obtins the pair binding energy 

02/~ 2 N V
C Ce−∆ ω .                                                                    (72) 

 

The energy C∆  is an energy deficit when two electrons create the Cooper pair. Other words, there is the 

energy of pair destruction.  

 

∆(0) 

( )T∆

 

TC 

T 

 
Fig. 12. The dependence of order parameter on 

temperature 

 E 

kF -kF 0 
 εF ∆ 

k 
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 Bardeen, Cooper and Schrieffer developed the 

microscopic theory of superconductivity. This theory, in part 

gives the dispersion relation for elementary excitations of 

fermion-type in the form 
 

 ( )1/22 2( )∈ = η + ∆kk  ,                          (73) 

 

 with ∆ energy gap, and ( ) FE Eη = −k k . The dispersion curves have a view shown in Fig.11. Analyzing the 

dispersion relation of superconducting state, one can suppose that the energy gap (order parameter) should 

be depended on temperature. Indeed, more destroyed pairs – more elementary excitations arise in 

superconductor which leads to decreasing energy gap. At least one can write 
 

( 0) ,    maximum value of the energy gap
( ) 0,    at  the energy gap vanishes C C

T
T T T T

∆ = = ∆
∆ = = =

                                         (74) 

  
BCS theory gives the equation for ( )T∆  
 

22

220 0

( )1 th
2( )

ph Td
N V TT

ω ν + ∆ν
=

ν + ∆
∫

h

  .                                            (75) 

 

The dependence of the order parameter on temperature according to Eq.(75) is shown in Fig.12. As we can 

see, order parameter satisfies Eq.(74). Supposing in Eq.(75) ( ) 0CT T∆ → → , one obtains from Eq.(75) the 

equation for TC  

 

0 0

1 th
2

ph

C

d
N V T

ω
ν ν

=
ν∫

h

 .                                                     (76) 

 

The solution of this equation is written in the form 

 

( )01.14 exp 1/C phT N V= ω −h  .                                              (77) 

Fig.11. The dispersion curves for elemen-

tary excitations of superconductor in the 

BCS model. 
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 This equation, in part, reflects the fact that the exchange by phonons between electrons is the main factor of 

superconductivity arising. 

 Consider the superconductor ring acted by external magnetic field shown in Fig.13. Due to an 

induction the permanent current is generated inside the ring. It is known, that the magnetic flux can be 

written as the product of the self-inductance L of the ring and the current I flowing along the ring 
 

.                      (78) 
 

 The magnetic flux through the simple metallic ring could take any arbitrary value. Unlike the magnetic flux 

through a superconducting ring can take up only discrete values 
 

,                    (79) 

 

 where the flux quantum is written via the 

Plank constant h and charge of two electrons – 

2e which reflects that the superconducting 

current is formed by the pairs of electrons 

(Cooper pairs) 

.             (80) 

 
 

 

Fig.13. the flux quantization in the superconducting ring 
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Note the mixed state of superconductor forms with Abrikosov 

vertexes, the flux quantum located at each of the vertex. The 

magnetic field flux quantization is the reflection of quantum 

phenomena in superconductivity. 

 B.Josephson in 1962 published the paper in which the 

prediction of two new effects was made. The effects have to be 

observed in the tunnel transitions between the superconductors. 

First effect consists in arising the current between the dielectric 

film separating two superconductor (Fig.15). This is the 

      

 λ 

H
  

                  
 

Fig.14. The Abrikosov vertexes in the superconductor II type. Sketch (left); The STM image of abrikosov vetrtexes 

lattice in  NbSe2 at Т = 1.8 К under magnetic field  Н = 1 Т  action (H.F. Hess et al., Phys. Rev. Lett. 62, 214 (1989)) 

 

superconductor 

B 

1ie φΨ 2ie φΨ

 
Fig.17. Josephson junction under 

magnetic field action 

 

ΨL ΨR 

superconducting current 

 
Fig.15. Stationary Josephson 

effect.   
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stationary Josephson effect. The current defines by different of the wave functions phases in the 

superconductors  ϕJ = ϑR – ϑL 

sins c JI I= ϕ .                                                 (81) 

 

Note that normal current does not arise under the such conditions. In the case when the supercurrent 

becomes large that any critical value, the tunnel transition radiates the electromagnetic radiation.   

 Consider the superconducting ring with the Josephson junction (Fig.16). Let the external magnetic 

field acts to the ring. As a result, the superconducting current arises in the ring. The current satisfies the 

expression 0S
C

d =∫ j l  which immediately gives 

 

2 1
2 2

C

e ed
c c

 ∇ φ − = φ − φ − Φ 
 ∫ r A l

 
  ,                     (82) 

 

where 
C

d d= =∫ ∫Φ A l B S  is the magnetic field flux through the ring.  

Then, we obtain 

2 1
0

2 Φ
φ − φ = π

Φ
.                                     (83) 

From the other side, according Josephson effect [Eq.(81)] the current arises between the both sides of 

Josephson junction. Then, one can obtain 

( )0sin 2 /S CI I= πΦ Φ .                                                          (84)  

 

Because Φ0 is a small value, the very small changes of magnetic field acting to the Josephson junction can 

cause the rather large changes of the current. This fact lies in the base of the  superconducting quantum 

interference device – SQUID. SQUID consists of two Josephson junctions in the superconducting ring 

(Fig.18). The current inside the SQUID depends on the magnetic flux by expression 
 

( )12 12sin sinCI I= γ + γ + Φ   ,                      (85) 

with 

( )
2

0
2 1

12ij dl AΦ
γ = φ − φ + ⋅∫ .                      (86) 
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Eq.(85) means that the current will oscillate with the flux changing. As a result, SQUID can measure the 

magnetic field with very large sensitivity. Megnetometers based on SQUID can achieve the sensitivity ~10-

11 Gs (note, magnetic field of Earth is about 10-1 Gs). SQUID is the most precise device for measurement of  

magnetic fields. It is used in different branches of modern technologies since earthquake prediction to 

medical diagnostics.  

  

 

 

 1    2 

4    3 

I I 

B 

 
Fig.18. Two Josephson junctions being 

superconducting quantum interference 

device  
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Chapter 18. Porous silicon 

 

18.1 Introduction 

 Porous silicon was accidentally discovered by the Uhlirs in the mid 1950s. They were 

trying to develop an electrochemical method to machine silicon wafers for use in microelectronic 

circuits. Under the appropriate electrochemical conditions, the silicon wafer did not dissolve 

uniformly as expected, but instead free holes appeared, propagating primarily in the < 100 > 

direction in the wafer. Since this did not provide the smooth polish desired, the curious result 

was reported in a Bell labs technical note , and then the material was more or less forgotten. In 

the 1970s and 1980s a significant level of interest arose because the high surface area of porous 

silicon was found to be useful as a model of the crystalline silicon surface in spectroscopic 

studies, as a precursor to generate thick oxide layers on silicon, and as a dielectric layer in 

capacitance - based chemical sensors. Interest in porous silicon, and in particular in its 

nanostructure, exploded in the early 1990s when Ulrich Goesele at Duke University identified 

quantum confinement effects in the absorption spectrum of porous silicon, and almost 

simultaneously Leigh Canham at the Defense Research Agency in England reported efficient, 

bright red – orange photoluminescence from the material. The quantum confinement effects arise 

when the pores become extensive enough to overlap with each other, generating nanometer - 

scale silicon filaments. As expected from the quantum confinement relationship, the red to green 

color of photoluminescence occurs at energies that are significantly larger than the bandgap 

energy of bulk silicon (1.1 eV, in the near - infrared). 

 Porous silicon has been fabricated by both “top-down” techniques from solid silicon and 

“bottom-up” routes from silicon atoms and silicon-based molecules. Over the last 50 years, 

electrochemical etching has been the most investigated approach for chip-based applications and 

has been utilized to create highly directional mesoporosity and macroporosity. Chemical 

conversion of porous or solid silica is now receiving increasing attention for applications that 

require inexpensive mesoporous silicon in powder form. Very few techniques are currently 

available for creating wholly microporous silicon with pore size below 2 nm. 

 With the discovery of efficient visible light emission from porous silicon came a flood of 

work focused on creating silicon - based optoelectronic switches, displays, and lasers. Problems 

with the material are chemical and mechanical stability, and its disappointingly low 

electroluminescence efficiency led to a waning of interest by the mid 1990s. In the same time 

period, the unique features of the material – large surface area, controllable pore sizes, 

convenient surface chemistry, and compatibility with conventional silicon microfabrication 



 

 

technologies – inspired research into applications far outside optoelectronics. Many of the 

fundamental chemical stability problems have been overcome as the chemistry of the material 

has matured, and various biomedical sensor, optics, and electronics applications have emerged 

Scientific interest in porous silicon has grown significantly over the last 25 years fundamentally 

because it is a form of silicon that has both highly tunable and remarkable properties. These 

properties can be dramatically different from those of solid silicon and have enabled 

opportunities to arise in diverse fields that started in electronics but now include microsystems, 

optoelectronics, optics, acoustics, energy conversion, diagnostics, nutrition, medical therapy etc. 

Table 18.1 provides more detail for each application domain, providing examples of porous 

silicon specific products or functions and a qualitative indication of the level of industrial and 

research activity. 

Table.18.1 Application of PS. 

 



 

 

18.2 .Electrochemical formation 

 

18.2.1 Cross-sectional view of a single-tank anodization cell 

 Usualy, PS is formed by an electrochemical etching of Si in an HF solution. Following an 

electrochemical reaction occurring at the Si surface a partial dissolution of Si settles in. Let us 

concentrate on the various factors which rule this process.   

  HF is sold in an aqueous solution with up to 50% of HF. Thus, the first attempts to form 

PS were performed using only HF diluted in deionized and ultra-pure water. Due to the 

hydrophobic character of the clean Si surface, absolute ethanol is usually added to the aqueous 

solution to increase the wettability of the PS surface. In fact, ethanoic solutions infiltrate the 

pores, while purely aqueous HF solutions do not. This is very important for the lateral 

homogeneity and the uniformity of the PS layer in depth. In addition, during the reaction there is 

hydrogen evolution. Bubbles form and stick on the Si surface in pure aqueous solutions, whereas 

they are promptly removed if ethanol (or some other surfactant) is present. For the same reason, 

a careful design of the anodization cell is necessary in order to promote hydrogen bubble 

removal. Moreover, it has been found that lateral inhomogeneity and surface roughness can be 

reduced, increasing electrolyte viscosity, either by diminishing the temperature or introducing 

glycerol to the composition of the HF solution. 

 The dissolution is obtained either controlling the anodic current or the potential. 

Generally, it is preferable to work with constant current, because it allows a better control of 

porosity, thickness and reproducibility of the PS layer. The simplest electrochemical cell is a 

Teflon beaker . The Si wafer acts as the anode and the cathode is generally made of platinum, or 

other HF-resistant and conductive material. The cell body is usually made of an highly acid 

resistant polymer such as Teflon. Using this cell PS is formed all over the wafer surface exposed 

to HF, including the cleaved edges. The advantages of this cell geometry are the simplicity of 

equipment and the ability to anodize silicon-on-insulator structures. The drawback is the 

inhomogeneity in porosity and thickness of PS layers, mainly due to a potential drop. In fact, 

there is a difference in potential between the top  and the bottom, leading to different values of 

local current density. 

 The second type of anodization cell (1) is shown in Fig. 18.1b. In this cell, the Si wafer 

(2) is placed on a metal disk (6) and sealed through an O-ring (4), so that only the front side of 

the sample is exposed to the electrolyte (5). When an Si wafer with high resistivity (i.e. more 

than a few Ohm/cm) is used, a high dose implantation on the back surface of the wafer is 

required to improve the electrical contact between the wafer and the metal disk. This step is 



 

 

crucial to get later homogeneity in the PS layer. This cell is the most widely used because it leads 

to uniform PS layers, allows an easy control of both porosity and thickness, and it is suitable for 

front side illumination of the sample during the attach. 

    
Fig. 18.1 Cross-sectional view of a double-tank anodization cell and single-tank anodization cell 

 

 The third type of anodization cell is a double-tank geometry with an electrolytic back-

side contact. This cell (Fig. 18.1a) consists of two half-cells in which Pt electrodes are immersed 

and the Si wafer is used to separate the two half-cells. HF solution, circulated by chemical 

pumps to remove the gas bubbles and avoid the decrease in the local concentration of HF, is used 

both to etch the front side and as a back contact. A better uniformity is obtained using 

symmetrical and large Pt plates as the cathode and the anode. The current flows from one 

electrode to the other through the Si wafer. While stirring of the solution has shown no major 

effects on the quality of the PS layer, the HF circulation during the etch helps to achieve a good 

depth uniformity and it is also preferable for security reasons. The use of closed loop pumps to 

circulate the electrolyte is possible also for the other geometries. The back-side of the Si wafer 

acts as a secondary cathode where proton reduction takes place leading to hydrogen evolution, 

while the front side of the wafer acts as a secondary anode, where PS is formed. Since the back-

side contact is made electrolytically, no metalization is required, but a high-dose implantation is 

still necessary for high resistive wafers. The uniformity of the layers obtained under these 

conditions is comparable to that with a single-tank cell. Most of the problems encountered with 

the solid back contact in highly resistive samples are greatly reduced. If illumination is required, 

the material used in the cell should be Plexiglas, which is transparent and HF resistant (up to 

15% HF). With this cell, both front and back-side illumination is possible. 



 

 

 18.2.2. Current-voltage characteristics 

 When a potential is applied to Si in aqueous solution, a measurable external current flows 

through the system. However, for any current to pass the Si/electrolyte interface, it must first 

change from electronic to ionic current. This means that a specific chemical redox reaction must 

occur at the Si interface. Application of a potential then induces a precise chemical reaction, the 

nature of which is fundamental to the formation of PS. Fig. 18.2 shows the ``typical'' I-V curves 

for n- and p-type doped Si in aqueous HF. The I-V curves show some similarities to the normal 

Schottky diode behavior expected for a semiconductor/electrolyte interface, but there are some 

important differences. For instance, while the sign of majority carriers changes between n- and 

p-type, the chemical reactions at the interface remain the same. Moreover, the reverse-bias dark 

currents are at least three orders of magnitude higher than normal Schottky diode expectations. 

Another anomaly is the open circuit potential for n- and p-type doped Si, which is not consistent 

with the difference between bulk Fermi levels. 

  
 

Fig. 18.2. Typical I-V curves for (a) p-type and (b) n-type silicon, (c) shows the I-V curve at low 

positive potential 

 



 

 

 Under cathodic polarization, for both n- and p-type materials, Si is stable. The only 

important cathodic reaction is the reduction of water at the Si/HF interface, with formation of 

hydrogen gas. This usually occurs only at high cathodic overpotentials, or using Schottky diode 

terminology, at reverse breakdown. Under anodic polarization Si dissolves. At high anodic 

overpotentials the Si surface electropolishes and the surface retains a smooth and planar 

morphology. In contrast, with low anodic overpotentials, the surface morphology is dominated 

by a vast labyrinth of channels that penetrate deep into the bulk of the Si. PS is formed. Pore 

formation occurs only in the initial rising part of the I-V curve for a potential value below the 

potential of the small sharp peak (see Fig. 18.2). The current peak is called the electropolishing 

peak. The quantitative values of the I-V curves, as well as the values corresponding to the 

electropolishing peak, depend on etching parameters and wafer doping. For n-type substrates, 

this typical I-V behavior is observed only under illumination because hole supply is needed. 

 

18.2.3. Dissolution chemistries 

 The exact dissolution chemistries of Si are still in question, and different mechanisms 

have been proposed. However, it is generally accepted that holes are required for both 

electropolishing and pores formation. During pore formation two hydrogen atoms evolve for 

every Si atom dissolved. The hydrogen evolution diminishes approaching the electropolishing 

regime and disappears during electropolishing. Current efficiencies are about two electrons per 

dissolved Si atom during pore formation, and about four electrons in the electropolishing regime. 

The global anodic semireactions can be written during pore formation as 

\ 

and during electropolishing as 

 
 The final and stable product for Si in HF is in any case H2SiF6 or some of its ionized 

forms. This means that during pore formation only two of the four available Si electrons 

participate in an interfacial charge transfer, while the remaining two undergo a corrosive 

hydrogen liberation. In contrast, during electropolishing, all four Si electrons are 

electrochemically active. Lehmann and Gosele have proposed a dissolution mechanism which is 

so far the most accepted (Fig. 18.3). It is based on a surface bound oxidization scheme, with hole 

capture, and subsequent electron injection, which leads to the divalent Si oxidization state. 



 

 

  

Fig. 18.3. Silicon dissolution scheme proposed by Lehmann and Gosele. 

 

According to Fig. 18.3, the Si hydride bonds passivate the Si surface unless a hole is available. 

This hypothesis is also supported by the experimental observation that hydrogen gas continues to 



 

 

evolve from the porous layer after the release of the applied potential for a considerable time. In 

addition, various spectroscopic techniques have confirmed the presence of Si-H surface bonds 

during PS formation. 

 

18.2.4 Pore formation 

 While it is generally accepted that pore initiation occurs at surface defects or 

irregularities, different models have been proposed to explain pore formation in PS. Some basic 

requirements have to be fulfilled for electrochemical pore formation to occur: 

 
Fig. 18.4. Mechanism of pore formation in PS. Random pore initiation on the Si surface (top 

panel), formation of depletion layers and directional growth of pores (middle panel) and 

dissolution advance only at the pore tips (bottom panel). 

 

1. Holes must be supplied by bulk Si, and be available at the surface. 

2. While the pore walls have to be passivated, the pore tips have to be active in the dissolution 

reaction. Consequently, a surface which is depleted of holes is passivated to electrochemical 

attach, which means that (i) the electrochemical etching is self-limiting and (ii) hole depletion 



 

 

occurs only when every hole that reaches the surface reacts immediately. The chemical reaction 

is not limited by mass transfer in the electrolyte. 

3. The current density should be lower than the electropolishing critical value. For current 

densities above such a value, the reaction is under ionic mass transfer control, which leads to a 

surface charged of holes and to a smoothing of Si surface (electropolishing). The behavior at 

high current densities turns out to be useful to produce PS free-standing layers. Raising the 

current density above the critical value at the end of the anodization process results in a 

detachment of the PS film from the Si substrates. 

 In the low current density regime, where PS forms, some considerations apply: 

-A surface region depleted in mobile carriers is formed at the Si/electrolyte interface (Fig. 18.4). 

This region is highly resistive (comparable to intrinsic Si). The thickness of the depleted region 

depends on the doping density. It is several mm thick for lightly n-type doped Si. It is thin for 

highly n- or ptype doped Si, and it does not exist for lightly to moderately p-type doped Si 

(fig.18.5). 

 
Fig.18.5 Influence of space charge region in interface electrolyte/Si on PS formation 

 

-The size of the pores is related both to the depletion layer width and to the mechanism of charge 

transfer (fig.18.5) . 

-In highly doped substrates charge transfer is dominated by tunneling of the carriers, and the 

pore size reflects the width of the depletion region, being typically around 10 nm. 

-In lightly n-type doped Si anodized in the dark, generation of carriers occurs at breakdown. The 

pore dimensions are about 10-100 nm (mesopores), regardless of doping density. Under 

illumination the pore size is dependent on doping density and anodization conditions, with 

diameters in the range 0.1-20 mm (macropores). 



 

 

-A hole depletion is expected in any case if the dimensions of the nanocrystals are about few 

nanometers, independent of the substrate type and doping. In this size region, quantum 

confinement is effective and the Si band gap is increased. A hole needs to overcome an energy 

barrier to enter this region. This is highly improbable. The quantum confinement is responsible 

for pore diameters below 2 nm, denoted as micropores. Micropores can be found on every type 

of PS samples, but only in moderately and lightly p-type doped substrates pure microPS exists. 

 -Both mechanisms coexist during PS formation, resulting in a superposition of micro and 

meso (or macro) structures (see Table 18.2 for a classification), whose average size and 

distribution depend on substrate and anodization condition. 

 

Tabl.18.2 clasification of of pore size. 

 
18.2.5 Effect of anodization conditions 

 All the properties of PS, such as porosity, thickness, pore diameter and microstructure, 

depend on anodization conditions. These conditions include HF concentration, current density, 

wafer type andresistivity, anodization duration, illumination (n-type mainly), temperature, 

ambient humidity and drying conditions (see Table 18.3). Porosity is defined as the fraction of 

void within the PS layer and can be easily determined by weight measurements. The wafer is 

weighted before anodization (m1), just after anodization (m2), and after a rapid dissolution of the 

whole porous layer in a 3% KOH solution (m3). The porosity is given by the following equation: 

 
Guessing the Si density ρ, one can also get the PS layer thickness d 

 
where S is the etched surface. 

  

 



 

 

Tabl.18.3  

 

   
 

Fig. 18.6. Porosity as a function of current densities for different HF concentrations. Highly 

doped (bottom panel) and lightly doped (top panel) p-type silicon substrate. 

 

  



 

 

 For p-type doped substrates, and for a given HF concentration the porosity increases with 

increasing current density. For fixed current density, the porosity decreases with HF 

concentration (see Fig. 18.6). With fixed HF concentration and current density, the porosity 

increases with thickness and porosity. 

 The porosity gradients in depth occur. This happens because of the extra chemical 

dissolution of PS layer in HF. The thicker the layer, the longer the anodization time, and the 

longer the residence of Si in the HF reach solutions, the higher the mass of chemically dissolved 

PS. This effect is much more important for lightly doped Si, while it is almost negligible for 

heavily doped Si, because of the lower specific surface area. For heavily n-type doped Si, the 

porosity as a function of current density is quite different from the corresponding curves 

obtained for p-type doped substrates. The porosity exhibits a sharp minimum around 20mA/cm2 

(see Fig. 18.7).  For higher current densities the behavior is similar to the p-type doped 

substrates, but for lower current densities the porosity increases sharply. This large increase in 

porosity is not explained simply by chemical dissolution (with given thickness, the lower the 

current density, The longer the anodization time), but it is due to a difference in microstructure. 

In n-type doped Si, the layers obtained at low current density have a finer structure and are, 

therefore, more luminescent. 

  

  
Fig. 18. 7 Porosity as a function of current densities for highly doped n-type silicon substrate. 

 

 To obtain higher porosities, with samples emitting in the green and blue regions, a two-

step process has been proposed. The PS layers are prepared by standard anodization which is 

followed by illumination under open-circuit conditions in the same electrochemical cell for 0-15 

min. The formation of PS is selective with respect to the doping of the substrate. Heavily doped 



 

 

regions are etched faster than low doped regions, in the dark, n-type doped regions embedded 

into p-type doped regions are not attacked, controlled doping profiles result in controlled PS 

formation. The dependence of the PS formation on the doping of the Si wafer has been also 

exploited for impurity profiling 

 

18.3. Morphology of the porous silicon. 

 

 
Fig. 18.8. Cross-sectional TEM images showing the basic differences in morphology among 

different types of samples 

 

 Porosity is a macroscopic parameter which helps in discussing trends but which does not 

give microscopic information on the morphology of the PS layers. Information on pore sizes and 

shapes are not easy to obtain, and different experimental techniques have been used, depending 



 

 

on the sizes of the pores. A better knowledge of the PS structure can be achieved if the pore 

shape, size and topological distribution are determined. However, no complete understanding of 

the mechanisms that determine PS morphology still exists, because of the large number of 

parameters involved (fig.18.8). 

 Nevertheless, some general trends can be derived for different types of starting Si 

substrates. Fig. 9 shows four cross-sectional TEM images of PS samples with different starting 

substrates. The difference in morphologies is evident. For p-type doped Si both pore size and 

inter-pore spacing are very small, typically between 1 and 5 nm, and the pore network looks very 

homogeneous and interconnected. As the dopant concentration increases, pore sizes and inter-

pore spacing increase, while the specific surface area decreases. The structure becomes 

anisotropic, with long voids running perpendicular to the surface, very evident in highly p-type 

doped Si (p.), as shown in Fig. 18.8.  

 For n type doped Si the situation is more complicated. Generally, pores in n-type doped 

Si are much larger than in p-type doped Si, and pore size and inter-pore spacing decreases with 

increasing dopant concentrations. Lightly doped n-type substrates anodized in the dark have low 

porosity (1-10%) with pores in the micrometer range. Under illumination higher values of 

porosity can be achieved, and mesopores are formed together with macropores. The final 

structure depends strongly on anodization conditions, especially on light intensity and current 

density. While highly n- and p-type doped Si show similar structures, in n-type doped Si pores 

form a randomly directed filamentary net and tend to ``pipe'' forming large straight channels 

approaching electropolishing regime. Both filaments and channels propagate only in the 100 

direction, probably because the (1 0 0) planes present the most sterically favored geometry for 

the chemical attach. 

 

18.3.2 Macroporous silicon formation 

Macropores formation in p-type doped Si is more difficult. First reports claimed that high 

resistivity wafers and peculiar electrolytes (e.g. water-free acetonitrile) were needed. Later it was 

discovered that many electrolytes are suitable and that the substrate doping was not critical. The 

structure of the etched pores are not as good as with n-type doping, but the typical sizes are 

smaller. Pores elongate preferentially along the (1 1 1) or the (3 1 1) directions, and the use of O-

free etchant yields better results (fig.18.9).  

 The etching of n-silicon at transient regime (near peak, fig18.2) allows to obtain tube, 

pilar of wall –type structures (fig.18.10) 

 



 

 

  
Fig. 18.9. Macropores in n-silicon of different orientations 

 
Réseau de Murs  

Période 1.6 µm ; Largeur 110 nm ; hauteur 7 µm 
 

 
Réseau de Piliers  

Période 1.6µm ;  Largeur 450 nm ; hauteur 7 µm 

 
Réseau de Tubes  

 Période 3.2 µm ; Murs 220 nm ; hauteur 7 µm 

  
a) Pilier obtenu par gravure plasma puis b) aminci 

par gravure électrochimique  
  

  

Fig.18.10 Morphology of PS obtained in transient mode. 



 

 

 18.3.3. Porosity multilayers 

 The possibility of forming multilayer structure by using PS of different porosities relies 

on the basic characteristics of the etching process. The etching is self-limiting and occurs only in 

correspondence with the pore tips. That is, the already etched structure is not affected by further 

electrochemical etching of the wafer. For the formation of different layers the influence of the 

etch parameters is crucial. There are basically two types of PS multilayers, classified bythe way 

the porosity is changed from one layer to another. In the first type of multilayers the current 

density is changed during anodization, whereas in the second type the change in porosity is 

determined by changing the depth in doping level of the substrate . This last approach produces 

very sharp interfaces, as shown in Fig.18.11(a) , but it turned out to be less convenient than the 

current variation approach, because it requires epitaxial growth of the Si substrate. For this 

reason, the first type of PS multilayers are by far more common in the literature. With the first 

method, it is possible to vary the porosity, and therefore, the refractive index only at the etch 

front by changing the current density during the anodization process. In this way an arbitrary 

current versus time profile is transferred in a porosity versus depth profile. HF concentration and 

substrate doping have to be carefully chosen in order to obtain the maximum variations of the 

refractive index. Much larger variations of the refractive index are possible for heavily p-type 

doped substrates, both for the large value of critical current density and the wide range of 

porosities achievable with a given HF concentration. Moreover, the etch rate is higher and the 

inner surface is lower for p.-type doped substrates, and, hence, the additional chemical 

dissolution due to the permanence in HF is almost negligible. However, the refractive index and 

etching rate for a single layer are modified by the presence of the multilayer structure, and values 

lower than those determined for thick layers obtained with the same current density have been 

systematically observed for both the refractive index and the etching rate. To the best of our 

knowledge, no studies of this kind have been reported for n-type doped substrates. 



 

 

\ 

Fig. 18.11Cross-section TEM images of PS multilayers. Upper image: sample obtained on a 

periodically doped substrate. 

 

18.4. Physical properties 

 18.4.1 TEM and AFM analysis 

 Focusing the attention on luminescent material, TEM specimens for porosities as high as 

80-85% has been prepared by direct cleavage or scraping. The TEM images of Fig. 18.12 show 

narrow undulating Si columns with diameters less than 3 nm. The crystalline nature of the Si 

nanostructures is clear. PS layers which have been heavily oxidized show the presence of 

dispersed Si nanocrystals with dimensions of a few nanometers. 

 



 

 

 
Fig. 18.12. TEM images (bright-field, under focus) of thin, high porosity Si layers: (a) non-

luminescent samples; (b) luminescent samples  (nanometer scale, columnar Si structures 

arrowed). 

 

 In addition to electron microscopy studies a variety of scanning probe microscopy 

investigations can be found in the literature. Atomic force microscope (AFM) studies focus 

entirely on the nanoscale characterization of PS films. In most studies AFM is applied together 

with other optical or morphological characterization techniques. AFM proves the presence of 

silicon features with diameters of about 10 nm (Fig. 18.13). The presence of sub 5 nm large 

topography features in images of PS has been also claimed. Due to the geometry of commonly 

used tips, AFM does not allow to image deep pores. As a result AFM does only allow imaging of 

the top end of the pores. 



 

 

 
Fig. 18.13. Three-dimensional AFM image of the as-anodized porous silicon surface structure 

formed on p-type (5-8 Ohm, (1 0 0) Si), I= 10mA/cm2 for: (a) t = 8 s and (b) t= 30 min. 

 

18.4.2. Raman spectroscopy 

 Among the other optical investigation methods, Raman spectroscopy, and especially 

micro-Raman spectroscopy, can give indirect information on the microstructure of PS. While in 

bulk Si interaction of optical phonons with incident photons is limited to the center of the 

Brillouin zone, the presence of nanocrystals in PS relaxes the k-selection rule, and the associated 

Raman peak broadens (see Fig. 18.14). The Raman spectra are analyzed in terms of specific 

contributions from amorphous and nanocrystalline Si. A gaussian line centered at 470 cm-1 with 

a width of 55 cm-1 is used as representative of the amorphous contribution. The Si nanocrystals 

contribution is described by using a phenomenological model based on the spatial confinement 

of phonons:  

 



 

 

 
I(ω) is the Raman spectrum, IL(ω) the first order Raman scattering from phonons confined within 

nanocrystals of size L, and P(L) is the nanocrystals size distribution, i.e. a gaussian distribution 

with mean L0 and dispersion s. The results of a fitting procedure is shown in Fig. 26 where the 

fitting parameters are L0 = 6,5 nm; s=2,2  nm and the relative weight of the amorphous to the 

crystalline part is 10% for both the spectra. 

 
 

Fig. 18.14. Room temperature Raman spectra of a 15 mm thick and 74% porosity sample. (a) 

Spectrum measured near the interface air/PS. (b) Spectrum measured near the interface PS/bulk 

silicon. The continuous lines represent the experimental data, the open circles are the lineshape 

fit which considers the contribution from nanocrystalline Si, amorphous Si and underlying bulk 

Si. The different contributions are shown as dashed lines  

 

18.4.3. Chemical composition and internal surface of as-prepared PS 

 The internal surface of a PS layer is very large. Values as high as 1000m2=cm3 can be 

measured (see Fig. 18.15). Such a large surface contains an enormous quantity of impurities 



 

 

coming from the electrolyte used for electrochemical etching and from the ambient air. Even the 

vessels in which the samples are stored could contribute to the sample contamination. It is 

necessary to know the chemical composition of PS because optical and electrical properties 

depend on impurity content and surface passivation. 

 
Fig. 18.15. Specific surface area as a function of PS porosity. Data from PS layer starting 

porosity of 51 (dots) and 65% (rhombuses). Layer thickness . 1 mm. 

 

 The original impurity which is always found in PS layers is hydrogen. Infrared absorption 

(IR) experiments have shown the presence of SiHx groups (x = 1; 2; 3) on the internal PS surface 

during the etching process. A typical IR spectra of a fresh and oxidized PS samples are shown in 

Fig. 18.16, 18.17, while IR frequencies commonly observed in PS and their attributions are 

reported in Table 18.4. After formation and drying, the SiHx groups are still present on the inner 

surface for weeks and even for months, as it as been demonstrated using IR absorption and 

nuclear magnetic resonance. Hydrogen desorption occurs during annealing, and it has been 

shown  that hydrogen desorbs from SiH3 groups between 300 and 400oC, while desorption from 

SiH2 occurs at 400oC and from SiH around 500oC. The atomic ratio H/Si in PS has been 

determined using secondary ion mass spectrometry (SIMS) and elastic recoil detection analysis 

(ERDA). In freshly anodized samples it is as high as 0.1±0.6, depending on the porosity and 

surface area of the samples. This result means that the surface of freshly etched PS is almost 

totally covered by SiHx groups. Fluorine comes only from residual electrolyte in the pores  



 

 

 
Fig.18.16 ATR - FTIR spectra of freshly etched and thermally oxidized PS samples  



 

 

 
Fig. 18.17. IR absorption spectrum at 8 K of a free-standing p+-type PS in the Si-H stretch mode. 

The thickness is 89 mm and the porosity 50%. The lines corresponding to OxSiH groups around 

2200-2250 cm-1 and SiOSi groups around 1065 cm-1 are absent. 

 

Table 18.4 

Wave number positions and attributions of the absorption peaks observed in several p-Si samples 

 
 Other impurities are usually incorporated after the anodization process. The presence of 

carbon has been detected by several techniques. The carbon content can be as high as 10% in 

aged samples. The source of carbon is not ethanol, because carbon is present in similar amounts 

also in samples anodized in water/HF solutions. The source of carbon is the atmosphere. 

However, the adsorbed molecules are not CO or CO2, because carbon and oxygen contents are 

not correlated. The carbon comes from hydrocarbon molecules present in the ambient air and 

often also in the residual gas in analysis chambers used for SIMS, IR, XPS, etc. Oxygen is the 

most important non-original impurity, and is normally adsorbed in a few minutes after drying in 

ambient air. The amount of oxygen can be as high as 1% after 15 min of air exposure, as 

confirmed by electron paramagnetic resonance (EPR) and increases to very high percentage 



 

 

values with aging. IR spectrum performed a few hours after anodization on a PS layer has also 

shown the presence of Si±O±Si group (mode at 1065 cmÿ1 in the inset in Fig. 29). The IR 

absorption due to the OxSH groups at 2200-2500 cm-1 is not present in this sample, which 

means that the oxidization is only partial. A few days after anodization further oxidization takes 

place, both through the formation of Si-O-Si groups and O-Si-H and O3SiH groups. The 

existence of such groups does not modify the hydrogen passivation, and the possible presence of 

water simply accelerates the oxidization process. The relevance of the Si/SiOx interface in PS is 

also observed in EPR measurements. In Fig. 18.18 the EPR spectrum of a fresh n.-type doped PS 

layer which shows two absorption lines is reported. The broad line is due to the conduction 

electron spin resonance (CERS). EPR studies on n.-type doped and free standing PS layers have 

shown that the CERS signal is present only in the substrate, demonstrating that free carriers are 

absent in PS. Subtracting the signal corresponding to the free carriers, the signal due to the 

dangling bonds appears clearly. Dangling bonds are the most important paramagnetic defect at 

the Si/SiO2 interface (Pb centers), and have a •Si≡Si3 structure. Another relevant paramagnetic 

center is the •Si≡SO3 defect (E0 center), which is formed especially in hydrogen depleted oxide 

layers. 

 
 

Fig. 18.18. Room temperature EPR spectrum of a (1 0 0) 11 mm thick n.-type PS sample. The 

magnetic field is in the (110) plane parallel to [001] orientation. In the inset the EPR spectrum of 

the Pb centers is shown, after subtraction of the large signal due to free carriers. 

 



 

 

18.4.4. Intentional oxidization 

 A wide range of post-anodization treatments on PS have been developed for different 

purposes. Complete conversion into silica was the first broad application of PS for dielectric 

insulation in microelectronics and MEMS, but many oxidization treatments have been used 

recently as a means to improve photostability of luminescent films. Fig. 18.19 reports an 

idealized scheme of the thermal oxidization process from freshly etched PS to a wholly oxidized 

porous glass. Although in most cases the degree of oxidization has been revealed qualitatively, 

few data are available regarding the chemical composition of intentionally oxidized samples. 

Quantitative data exist only for anodic oxidization and thermal oxidization treatments.  

 
Fig. 18.19. Idealized schematic steps in the oxidization process of highly porous silicon  

 

 In the anodic oxidization process PS layers are oxidized uniformly, but complete 

oxidization is not achieved, because electrical isolation of parts of the Si skeleton occurs, 

preventing further current flow. In mesoporous samples of 65% porosity, formed on p--type 

doped substrates, about 40% of the Si remains unoxidized at the end of the process, 

corresponding to about a monolayer of oxide coating. In the case of thermal oxidization, a 300oC 

stabilizer pretreatment prior to the high temperature oxidization is necessary to avoid pore 



 

 

coalescence. The content of oxygen at the end of the process varies with substrate, oxidization 

temperature and duration. In mesoporous material formed on n+-type doped substrates and 

oxidized at 1050oC, more than 90% of the Si is oxidized within 30 s. However, heavily oxidized 

material is still susceptible to atmospheric ``aging'' and contamination, simply because the oxide 

matrix is still porous. Its water content for instance, dependson ambient humidity. Chemical 

oxidization with hydrogen peroxide, nitric acid or boiling water has also been reported. 

 

18.4.5. Electronic properties 

 In bulk crystalline Si the term band gap means the energy gap between the maximum of 

the valence band and the minimum of the conduction band, and its value can be measured by a 

simple transmission experiment. In PS a wide spread of band gaps exist, as demonstrated by the 

large and inhomogeneous lineshape of its visible PL band. Direct experimental measurements 

usually yield average values, which are still meaningful, because the intra-sample band gap 

variations are normally smaller than the intersample variations. 

  
Fig. 18.20. (a) Transmission spectra of several 20 µm thick free-standing PS films (5-7 Om.cm 

p-type Si substrate) of various porosities and a 20 µm thick c-Si film. (b) Absorption spectra for 

Si nanocrystals with sizes from 4.3 to 2.4 nm deduced from the transmission spectra of (a). The 

absorption of c-Si is shown for comparison 



 

 

 Different techniques can be used to obtain experimental values of the PS band gap. 

Luminescence techniques measure the recombination energy of the carriers excited across the 

gap. Usually, PL maxima are used for sample-to-sample comparison, while the lineshape of the 

luminescence displays directly the intra-sample variation of the band gap. However, the direct 

attribution of the peak energy to the sample band gap is often questionable due to the neglection 

of the excitonic binding energy and to the fact that the luminescence could be due to other 

emissions than simple direct exciton recombination. Other techniques are correlated to the 

absorption across the gap, among them are the transmission, photothermal deflection 

spectroscopy, photoluminescence excitation spectroscopy (PLE) and photoconductivity. Fig. 

18.20 shows typical transmission spectra which alow to recalculates the band gap of PS (fig. 

18.21).  

 
Fig. 18.21. Energy positions of conduction band minimum (CBM) and valence band maximum 

(VBM) obtained from PS with (right side of panel) and without (left side of panel) the light 

exposure treatment. 

 

 

 

 



 

 

18.4.6. Refractive index and absorption coefficient 

 Avery simple method to evaluate the refractive index (n) is the measure of the 

interference fringes in a reflectance spectrum of a thin sample (see Fig. 18.22). The position of 

the interference maxima satisfies the following equation 

 
 

where d is the layer thickness and λr is the wavelength of the r-th reflectance maxima. If the 

layer thickness is known in an independent way, n is simply the ratio between the optical 

thickness nd and the layer thickness. This method can only be applied if the interference fringes 

are visible. If the layer is too achieved more easily with p-type substrates. 

 

 
Fig. 18.22. Normal-incidence re¯ectance spectrum of a 75% porosity sample 6,8 µm thick 

 

 The refractive index of PS is expected to be lower than that of bulk Si, and decreases with 

increasing porosity, because PS is basically a mixture of air and Si (fig.18.23). However, the 

averaging of the dielectric functions of the individual components is not trivial, but depends on 

the microtopology of the material. The application of different effective medium theory leads to 

different formulas. For example, the widely used Bruggemann formula leads to the following 

symmetric expression 



 

 

 
where f describes the volumetric fraction, ε and εM are the dielectric functions of Si and of the 

embedding medium (air) and εeff is the effective dielectric function for PS. However, at least for 

microporous Si, the pore wall material cannot be considered as bulk Si, and different optical 

constants should be used. 

 
Fig. 18.23 Dependence of refractive index on porosity 

  
Fig. 18.24. Square root of the absorption coefficient times photon energy versus photon energy 

for various porous silicon sample. 



 

 

 A more precise lineshape analysis of the absorption coefficient shows that the energy 

dependence of a follows a trend like that of an indirect gap semiconductor very similar to that of 

Si, even though displaced to higher energy (see Fig. 18.24). It is observed that PS is well 

described by the Bruggemann result for energies higher than the Si direct energy gap. At lower 

energies, it departs from the Bruggemann result and shows an exponential decrease. This has 

been described by using the Urbach tail concept typical of Si or of amorphous semiconductors. A 

value of 180 meV is usually found for the Urbach energy in PS. The overall behavior of a in PS 

reflects the crystalline nature of the absorbing center. The Urbach tail is due to the random 

dispersion of sizes and shapes of these centers 

 

18.5. Photoluminescence 

18.5.1 General properties of PS photoluminescence 

 PS based structures have been reported to luminesce efficiently in the near infrared (0.8 

eV), in the whole visible range and in the near UV (fig.18.25) at room temperature at UV 

excitation. Such a broad range of emission energies arises from a number of clearly distinct 

luminescent bands, which are listed in Table 18.5. In addition, PS has been used as an active host 

for rare earth impurity, e.g. Er, or dye solutions. Direct energy transfer between PS and the 

impurity or dye is demonstrated (fig.18.26). We will focus mainly on the properties of the so-

called S-band, where S stands for slow. The S-band has been intensively studied up to now and 

has the most technological relevance since it can be electrically excited. Its main features are 

summarized in Table 18.6. 

 
Fig.18.25 General view of visible PS photoluminescence at room temperature 

 



 

 

Табл.18.5 Photoluminescence bands of PS 

 

 
Fig.18.26. Room temperature photoluminescence and electroluminescence spectra for various PS 

structures which have been oxidized or implanted with some selected impurities 

 

 The S-band can be tuned from close to the bulk silicon band gap through the whole 

visible range. Fig. 18.27 displays the room temperature luminescence spectra of PS samples with 

different porosities. However, while the PL efficiency from red to yellow is high under blue or 

UV excitation, the blue emission one is rather low to date. The S-band large spectral width 

comes from inhomogeneous broadening, and its spectral position depends on porosity. It is 

important to note that not only the spectral position, but also the relative intensity of S-band 

changes with porosity (Fig. 18.28). Indeed, the S-band efciency is not proportional to the inner 

surface area, but it seems that a ``threshold'' porosity has to be exceeded to achieve an efficient 

luminescence. It has been found that postanodization chemical etching in HF, corresponding to a 



 

 

porosity increase, results in a strong rise in PL efficiency and a blue shift of the visible band. 

External quantum efficiencies higher than 10% are obtainable from high porosity PS layers. 

 

Tabl.18.6 Properties of S band 

 

 
 

Fig. 18.27. The red (R), green (G) and blue (B) photoluminescence spectra (PL) tuned by post-

anodization illumination (dashed curve) and the corresponding excitation spectra (PLE). 

 

 High porosity is essential for high visible PL efficiency, and it has been proven that the 

inefficient luminescence observed from inhomogeneous material of low porosity originates from 

microscopic areas of high porosity. In the macroporous, for instance, each macropore is coated 

with luminescent meso-and microporous material. This is further confirmed by studies on 

isolated PS nanoparticles produced by dispersing a colloidal suspension of PS fragments on a 

glass coverslip. The isolated nanocrystals show external quantum efficiencies ~88%, while the 

number of bright to dark nanocrystals in the suspension was only 2.8%. This means that the 

average quantum efficiency of a PS layer of 10% results from a statistical distribution of high 

and low quantum efficiency nanocrystals. 



 

 

 
Fig. 18.28. Photoluminescence peak wavelength and intensity versus sample porosity. The thick 

line is obtained from first principle calculations. 

 

18.5.2. Models for PS luminescence 

 Quantum confinement of carriers in Si wires was the first model proposed to explain PS 

luminescence. Afterwards, many other alternative explanations have been proposed. The various 

models can be grouped in six different categories, as illustrated in the scheme in Fig. 18.29. 

Except for the quantum confined model, all the others assume an extrinsic origin for the 

luminescence. 

1)Hydrogenated amorphous silicon model (Fig.18.29b) 

It has been proposed that PS luminescence is due to a hydrogenated amorphous phase (a-Si:H) 

which is formed during anodization. In fact, a-Si:H possesses a PL band in the visible range, and 

the tunability of the PL from PS can be in principle explained with alloying effects and with the 

variation of hydrogen and oxygen percentages. In addition the time resolved measurements 

indicate that the disorder plays a key role in the recombination dynamics. Against this model, 

recent TEM studies where sample damage has been minimized showed that there is little 

amorphous Si in PS. Moreover, the a-Si:H PL band is strongly quenched going from cryogenic 



 

 

to room temperature, while the PS visible band is enhanced as the temperature is raised. Finally 

strong spectroscopic evidences exist that the luminescence has both an electronic and a 

vibrational nature similar to that of crystalline Si. 

2) Surface hydrides model (Fig. 18.29c) 

 Since the PS luminescence decreases dramatically if the hydrogen on the surface is 

thermally desorbed, and the PL intensity can be recovered with immersion in HF, which restores 

the hydrogen coverage, SiHx surface species were suggested to be responsible for luminescence 

in PS. Against this model there are many evidences. FT-IR studies have demonstrated that 

luminescence is totally quenched when the majority of hydrogen is still on the PS surface, and 

the luminescence loss is probably related to the formation of dangling bonds, efficient non-

radiative decay channel. Another evidence comes from the simple fact that when the hydride 

coverage is replaced by a good quality oxide layer, the PL process is still efficient. Finally, the 

spectroscopic evidences support a crystalline nature of the emitting centers. 

3)Defect models (Fig. 18.29d) 

 In defect models the luminescence originates from carriers localized at extrinsic centers, 

i.e. defects in the silicon or silicon oxide that covers the surface. However, luminescent 

nanocrystalline Si can be created in many different ways, and passivated either with hydrogen or 

with oxygen and it is then very unlikely that the same impurity or defect is always present. In 

any case the defects in the silicon oxide are ruled out, because SiO2 is not present in fresh PS. 

Also the tunability of the PL band is difficult to justify, because the emission from defects 

expected to be almost insensitive to the size structure. Also the spectroscopic evidences are 

against this model. 

4). Siloxene model (Fig. 8.29e) 

 Siloxene, an Si:H:O based polymer, supposedly created during PS anodization, was 

proposed as the origin of PS luminescence. This model is supported by the fact that the optical 

properties of siloxene are somehow similar to those of PS. Siloxene possesses a visible-red PL 

band and the IR spectrum closely relates to that of aged PS. Against this model there are many 

evidences. It is now well demonstrated that freshly etched PS has no detectable content in 

oxygen. PS can still be luminescent above 800oC, while siloxene or other related molecules are 

totally decomposed at such a high temperature. In addition to the spectroscopic evidences which 

point to a crystalline nature of the emission, synchrotron radiation measurements show that SiO 

groups have no role in the emission process. 

 



 

 

 
Fig. 18.29. The six groups of models proposed to explain PS luminescence. (a) Section of an 

undulating crystalline surface defect rends an undulation non-radiative, while an exciton 

localized in the neighboring undulation recombinesradiatively. (b) Crystalline Si covered by a 

layer of hydrogenated amorphous Si, where radiative recombination occurs. (c) Si surface 

passivated by SiHx terminations. Radiative recombinations occur at the Si-H bonds. (d) Partially 

oxidized Si containing defects proposed as radiative centers. (e) Siloxene molecule is proposed 

to exist on the large inner PS surface and acts as luminescence center. (f) Si dot with surface 

states that localize carriers and holes separately (upper part) or together (lowerpart, radiative 

recombination). 

 

5) Surface states models (Fig. 18.29f) 

 The enormous inner surface of PS (~10% of the Si atoms in PS are surface atoms) has led 

to propose that it is involved in the luminescence process. The excitons, quantum confined in Si 



 

 

nanocrystals, should know the existence of the surface and of its reconstruction. For this reason 

the model has also been called smart quantum well model. In this model, absorption occurs in 

quantum confined structures, but radiative recombination involves localized surface states. 

Either the electron, or the hole, or both or none can be localized. Hence, a hierarchy of 

transitions is possible which explains the various emission bands of PS (see Fig. 18.30). The 

energy difference between absorption and emission peaks is well explained in this model, 

because photoexcited carriers relax intosurface states. The dependence of the luminescence from 

external factors or from the variation of thePS chemistry is naturally accounted for by surface 

states changes. Resonantly excited PL results are against the attribution of PL process to surface 

states, showing that PL arises from exciton coupling with momentum-conserving phonons. This 

means that the excitonwavefunction is extended over many Si atoms and not strongly localized, 

as it should be in the case ofdeep surface states. Furthermore, the values of the exchange splitting 

energy extracted from temperature dependent lifetime measurements also suggest that carriers 

are not localized on atomic scale, but in the whole volume of the Si nanocrystals, and that 

luminescence does not originate from localized states in the gap, but from extended states. 

Finally, the polarization measurements point to an extended nature of the luminescence states. 

 
Fig. 18.30. Hierarchy of transitions in the surface-state model. The indices 0, 1 and 2 indicate the 

number of surface states involved 

 

6) Quantum confinement model (Fig. 18.29a) 

 Quantum confinement in crystalline Si was the first model proposed to explain the 

efficient photoluminescence of PS. Quantum confinement effects result in an enlargement of the 

band gap, in a relaxation of the momentum-conserving rule, and in a size dependence of PL 

energy which naturally explains the efficient luminescence, the up-shift and the tunability of PL 



 

 

band in PS. Many other experimental evidences support the quantum confinement model. 

Structural characterization has proven that PS is crystalline in nature. Observations of 

nanocrystals of nanometric dimensions have been reported. The band gap up-shift is clearly 

visible in absorption spectra, and the luminescence blueshift after further chemical dissolution in 

HF is easily explained by further reduction of nanocrystals dimensions. Fresh structures can be 

theoretically modeled as QWW, while aged structures are usually more dot-like. Qualitative 

agreement with experiments has been obtained for calculated radiative lifetimes and for the 

observed splitting of the lowest lying exciton states. 

 
Fig. 18.31. Compilation of optical band gaps of silicon crystallites and PS samples obtained from 

optical absorption (unfilled symbols) and luminescence (filled symbols). The lines represent  

calculated values with (dashed line) or without (full line) excitonic correction 

 

 However, it is becoming increasingly clear that, even in the quantum confinement 

framework, the emission peak wavelength is not related only to size effects (see Fig. 18.31). 

Freshly etched and very high porosity samples which have not been exposed to the air have 

luminescence peak energies in the 3 eV range while as soon as they get into contact with air their 

luminescence peak moves to the usual 2 eV range. A change in the surface passivation, as well 

as dielectric effects, can produce wavelength shifts. In addition, all the spectroscopic studies 

reported in this section are not able todiscriminate between true extended states and shallow 

localized states, in which the carrier wavefunction extends over several lattice parameters. For 

these reasons, even though it is certain that quantum confinement plays a fundamental role in 



 

 

determining the peculiar properties of PS, somecomplements to the pure quantum con®nement 

model are needed in order to take into account surface effects, especially when the nanocrystals 

have sizes smaller than 3 nm.  

 

18.5.3 Aging and fatigue effects 

 A blue-shift in the S-band arises from simply storing PS in ambient air at room 

temperature, as shown in Fig. 18.32. However, the effect of aging on PS luminescence seems to 

be contradictory at fist sight. Even though blue-shifts are generally observed with aging, PL 

effiiencies are reported to drop in some cases and to rise in others. Such effects are, however, 

explained in terms of both surface passivation phenomena and carrier confinement. 

  

 
Fig. 18.32. PL spectra from a PS layer with 77% porosity and thickness 11,6 µm for various 

aging times. 

 

 Anodic oxidization can dramatically raise the PL efficiency in medium porosity PS 

giving an estimated external quantum efficiency (EQE) in the range 1-10%, while thermal 

oxidization at 400-  700oC usually leads to a strong loss of PL efficiency. However, after 

oxidization at higher temperatures PS is still luminescent. The emission quenching at lower 

temperatures is due to the poor electronic quality of the Si/SiO2 interface, as demonstrated by 

EPR spectroscopy. A clear anticorrelation between the dangling bond density and the 



 

 

luminescence intensity has been measured. This shows that oxidization can improve the 

luminescence due to an increased passivation.  

 

18.6 Bragg reflectors and microcavities 

 A natural optical application of PS multilayers are dielectric Bragg reflectors (DBRs). 

These are stacks of alternate layers of high (nH) and low (nL) refractive indices. In order to 

achieve a very high reflectivity in a given range of wavelengths, the optical thickness nd of every 

single layer in the stack is 1/4 of the value of the central wavelength. The high reflectivity 

region, called stop-band, increases with the ratio nH/nL, and the number of layers. Fig. 18.33 (a) 

shows the reflectance spectra of PS Bragg reflectors. The best result and the highest value of the 

reflectance maximum is reached for the longest central wavelength. This effect is due to the 

absorbance of PS layers, which increases with decreasing wavelength . The number of periodic 

repetitions of the alternate layers in PS Bragg reflectors should be optimized taking into account 

the increase in reflectance for a large number of repetitions and the effects of depth 

inhomogeneity and additional chemical attach in the HF solution.  

 

 

 

 

 

 

 

 

 

 

  

Fig.18.33 Bragg reflector (a) and microcavity (b) 

 

  PS Bragg reflector can be prepared by anodization process since refractive index 

depends on porosity and current density (fig.18.34). 
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Fig,18.34 Photo of Bragg reflectrors of different cental peaks (a) and method of it preparation 

and TEM photo. 

  

 In order to obtain a PS microcavity (PSM) the active PS layer must be placed in an 

optical cavity. This can be accomplished by using a Fabry-Perot (FP) where the spacer is the 

active PS layer, or, in other words, by embedding the central layer between two identical DBRs. 

The typical scheme of a PS microcavity is shown in Fig. 18.33b. The resonance wavelength is 

, where m is the order, nc the active layer refractive index and d is its thickness. In 

PSM both the mirrors and the spacer are made by PS.  

 

18.7 Porous Silicon Membranes  

 Solid silicon membranes are commercially available at micron scale thickness and are 

found in a number of MEMS applications like microvalves, micropumps, accelerometers, and 

microphones. Solid silicon membranes of less than ten to several hundred nanometer thickness 

(“nanomembranes”) are being researched for uses such as flexible electronics. Porosified silicon 

membranes first started to appear in the 1990s and have subsequently received research study for 

varied reasons. Figure 18.35 illustrates some examples of the types of membranes realized: free-

standing structures, membranes within silicon chips, and membranes transferred to and 

supported on substrates of another material.  

 There are now three top-down techniques developed to realize porous silicon membranes 

from solid silicon: 1) electrochemical etching (anodization), 2) micromachining, and 3) thin film 

deposition/annealing. These techniques create different pore morphologies and are suited to 

different membrane thicknesses and porosity ranges. In this regard they are quite 

complementary. 



 

 

 
Fig. 18.35 Porous silicon membrane examples: (a) ultrathin membrane , (b)membrane in 

microfluidic channel , (c) suspended micromachined membrane, (d) membrane on silica support  

 

1) Porous silicon membranes have been realized electrochemically by four routes: 

• Anodization right through entire silicon wafers of standard thickness 

• Anodization right through thin solid silicon membranes 

• Anodization of part of the thickness of a wafer and then “lift off” by raising the current density 

sharply for a few seconds 

• Pre-thinning of selected areas of wafers with subsequent anodization 

2) Micromachining. This approach creates porosity with highly defined mesopore diameters 

at low concentrations. The slitlike pores result from removal of a sacrificial silicon oxide layer of 

highly controlled thickness (tunable in the mesopore to macropore range). Mesopore diameter 

is very accurately controlled (<5 % variation). The resulting membranes have thicknesses in the 

range 0.5–5 micron, but the overall mesoporosity is very low (~1 %). This provides excellent 

mechanical stability but at the cost of increased likelihood of pore blockage in complex 

biological media. Such structures are also expected to have similar biochemical properties to 

“bulk” crystalline silicon and thus not be medically biodegradable like highly porous silicon 



 

 

3) Deposition/Annealing. This approach  creates mesoporosity via thermal anneal treatments 

of ultrathin (10–50 nm) silicon films. A typical process flow is shown schematically in Fig. 

18.36. For silicon films sandwiched between silica layers, porosities up to 15 % were achieved. 

 
Fig. 18.36 Fabrication of mesoporous silicon membranes by thin layer deposition and thermal 

treatment 

 

18.8 MACE Silicon Nanostructures. 

 The formation of porous silicon by metal-assisted chemical etch (MACE) was discovered 

in 1997 when patterned aluminum on silicon rapidly induced selective formation of porous 

silicon layers in stain-etch conditions. In a typical MACE process, a patterned metal deposited 

over a silicon substrate catalyzes etch of silicon in its vicinities, when placed in an oxidizing 

solution of hydrofluoric acid (HF). By anisotropically etching silicon in the vicinity of a metal 

mask, MACE generates silicon structures dictated by metal patterning and etching conditions: 

pores, nanowires, and porous silicon layers (Fig. 18.37). MACE combined with lithographic 

patterning generates high aspect ratio silicon nanostructures of tailored geometry. Under 

appropriate MACE conditions, porous silicon forms in the un-etched silicon around the metal . 

Combining anisotropic etching and porosification, MACE is a simple strategy to form high 

aspect ratio porous silicon nanostructures. MACE is a top-down nanofabrication technique that 

allows finer control than competing bottom-up strategies for growth of silicon nanowires. 

 MACE provides highly crystalline nanowires and grants control over their doping, 

surface roughness, and porosity. MACE is a low-cost strategy, which works at ambient 



 

 

temperature and pressure, to reproducibly generate wafer-scale porous silicon as well as ordered 

arrays of oriented nanowires, nanorods, and vias. A wide range of transition metals can catalyze 

MACE. Noble metals are especially favored for the formation of nanowires as well as for 

nanostructures with defined cross sections since they better preserve their structure during the 

etch, as they do not dissolve in HF. Non-noble transition metals have been mostly used to form 

sNP, pSi, and polished surfaces. Metals can be deposited on Si by a variety of methods, 

including electroless deposition. 

 
 

Fig. 18.37 Overview of nanostructures synthesized by metal-assisted chemical etch. (a) 

Nanopores with solid sidewalls (sNPs); (b) nanopores with mesoporous sidewalls (mNPs); (c) 

solid nanowires (sNWs); (d) mesoporous nanowires (mNWs); (e) porous nanowires over porous 

silicon; (f) porous silicon (pSi). 

 

1-Step Metal-Assisted Etching. 

The metal deposition and etching are carried out in the same chemical solution (Fig. 18.38). A 

typical solution is 0.02 M AgNO3 + 4.6 M HF. This method leads to the formation of porous Si  

or pillar-like or craterlike microstructures  or arrays of silicon nanowires (SiNWs) standing 



 

 

vertically on the Si substrate . Metal ions are dissolved in HF. When the redox potential of the 

ions is more positive than the valence band of Si, a galvanic reaction occurs in which the ions are 

reduced to metal as particles, dendrites, and film, while the Si is oxidized and dissolved in HF 

(case of noble metals) following the reaction: 

 
2-Step Metal-Assisted Etching. 

 The metal particles are deposited on the Si surface generally by electroless metal 

deposition (EMD) or chemical vapor deposition or sputtering, prior to the etching in the HF 

solution in the presence of an oxidizing agent. During the etching, dissolution of Si underneath 

the metal particles is strongly enhanced, and pores are formed while the particles sink into the Si 

pores (Fig. 18.38). The etching can be done in various HF solutions containing an oxidizing 

agent, typically H2O2 

  

 
Fig.18.38 Schematic of 1-step and 2-sstep metal-assisted etching 

 

18.9 Polymer - Porous Silicon Composites 

 The combination of polymers with nanostructured silicon scaffolds, in particular porous 

Si, into a single composite system opens vast opportunities for developing advanced functional 

materials. These composites display unique properties that are culminated by the characteristics 

of each building block, to allow the design of highly tunable nanomaterials. Over the past 

decade, various PS-polymer composites were introduced and their application as sensors, 

actuators, optical devices , drug delivery systems , and tissue-engineered scaffolds  was 

demonstrated. Porous Si-polymer composites may be designed in diverse configurations. Figure 

18.39 schematically illustrates the most common structures: PS infiltrated with a polymer, 

polymer-coated PS, polymer-capped PS, released PSi film supported by a polymer, PS particles 

encapsulated by a polymer, and composite microparticles. 



 

 

 Each of these structures possesses different properties, which can be further refined by a 

proper choice of the polymer constituent and the PS nanostructure. The simplest composite 

structure is that of a polymer-infiltrated PSi substrate (Fig. 18.39a), wherein the polymer fills the 

entire porous volume . The polymer is confined within the nanoscale pores, and its interaction 

with the pore wall can be enhanced by covalent attachment. To some extent, polymer-coated PS 

(Fig. 18.39b) has a similar design, where the polymer only forms a uniform layer onto the pore 

walls, resulting in an open porous structure . Polymer-capped PS is a more sophisticated 

architecture (Fig. 18.39c), in which the polymer only forms a blocking layer on top of the PS, 

leaving the greater fraction of the porous volume unoccupied. The fabrication of these 

composites is more challenging, as the degree of polymer penetration into the pores needs to be 

precisely controlled. Figure 18.39d presents a polymeric replica from PS. These replicas are 

usually prepared from polymer-infiltrated PS by selective removal of the Si scaffold . The 

previously described designs make use of intact PSi substrates. However, the following PS-

polymer composite configurations require mechanical processing of the PS. A freestanding PS 

film supported by polymer is presented in Fig. 18.39e. In this case, separation of the porous layer 

from the bulk Si is typically achieved by electropolishing . Further fracturing of these porous 

films allows us to fabricate particulate composites . The resulting PSi micro-/nanoparticles can 

be embedded in a polymer matrix (Fig. 18.39f) or encapsulated individually by a polymer layer 

(Fig. 18.39g). The latter case is more synthetically challenging. 

 
Fig. 18.39 Common structures of PS-polymer composites. Insets in A illustrate interfacial 

chemistry where the polymer is not attached to PS (right) and is covalently attached to the PSi 

surface through different linkers. Schematics are not drawn to scale 



 

 

 
Fig. 18.40 Common practiced methods for the fabrication of PSi-polymer composites 

 

 There are many synthetic approaches for integrating polymers with PSi. Figure 18.40 

summarizes the main methods that are practiced for the fabrication of PS-polymer composites. In 

general, these techniques can be divided into two main categories. The first is incorporating a 

preformed polymer with the Si scaffold. The second involves in situ polymerization of 

monomers within/on the PS. 

 

 18.10 Imprinting Porous Silicon  

 

 This chapter describes the capabilities of the direct imprinting of porous substrates 

(DIPS) technique for patterning and modifying the physical properties of porous silicon films. 

DIPS can achieve very high-resolution two-dimensional and three-dimensional patterning with 

feature sizes below 100 nm while eliminating the need for intermediate masking materials and 

etch recipes that complicate and increase the expense of other patterning techniques.  

 While several imprinting techniques have been established for polymers and other soft 

materials , imprinting has only recently been demonstrated as a high-fidelity, low-cost, and 

straightforward method for patterning porous silicon and other porous materials including 

nanoporous gold, porous titania, and porous alumina This process, referred to as “direct 

imprinting of porous substrates” (DIPS), overcomes several key challenges associated with 

applying conventional lithographic techniques to porous media. First, traditional lithography 



 

 

strategies (e.g., electron-beam lithography (EBL) or photolithography) are often expensive and 

limited by a trade-off between resolution and throughput. Second, resists and thermoplastics are 

likely to infiltrate the pores, potentially modifying the internal porous structure and often proving 

very difficult to remove, especially in deep porous networks. Third, wet etching is not always an 

option due to chemical incompatibilities, and dry-etching techniques can be expensive and 

require specific chemistries that must be appropriately characterized and tailored for each unique 

porous material. As an imprinting process, DIPS can achieve very high-resolution patterning 

while overcoming many of the aforementioned challenges through eliminating the need for 

intermediate masking materials and etch recipes. 

 Figure 18.41 illustrates the DIPS process. Similar to nanoimprint lithography , DIPS first 

relies on the fabrication of a reusable stamp. Silicon is a convenient stamp material owing to its 

large material hardness (~10 GPa) and to the large variety of imprintable patterns that can be 

readily fabricated through conventional lithographic techniques. Moreover, for patterning porous 

silicon films, using a silicon stamp minimizes contamination issues, which is especially 

important for nanoparticles designed for biomedical applications. After preparing the reusable 

stamp, the porous material must be prepared on a solid substrate support, for example, silicon, 

glass, or metal. For porous silicon, the parent silicon wafer is an excellent natural support, 

although it is possible to lift-off porous layers for anchoring to alterative substrates prior to or 

after performing DIPS. Imprinting is then performed by directly applying the stamp to the porous 

substrate at a pressure on the order of 100 N/mm2 (100 MPa). The straightforward process can 

be performed in a matter of seconds at room temperature without the need for any curing, 

developing, baking, or etching processes (which are often required in nanoimprint lithography or 

soft lithographic techniques). 



 

 

 
Fig. 18.41 Illustration of the direct imprinting of porous substrates (DIPS) process 

 

18.11 Porous Silicon Micromachining Technology 

 

 In this chapter, silicon electrochemical micromachining (ECM) technology is  eviewed 

with particular emphasis to the fabrication of complex microstructures and microsystems, as well 

as to their applications in optofluidics, biosensing, photonics, and medical fields. ECM, which is 

based on the controlled electrochemical dissolution of n-type silicon under backside illumination 

in acidic (HF-based) electrolytes, enables microstructuring of silicon wafers to be controlled up 

to the higher aspect ratios (over 100) with sub-micrometer accuracy, thus pushing silicon 

micromachining well beyond up-to-date both wet and dry microstructuring technologies. Both 

basic and advanced features of ECM technology are described and discussed by taking the 

fabrication of a silicon microgripper as case study. 

 ECM (fig.18.42) technology enables the low-cost fabrication of high-complexity silicon 

microstructures and microsystems with sub-micrometer accuracy at aspect-ratio values (about 

100) that are well beyond up-to-date, both wet and dry, micromachining technologies. Among 

ECM main features there are (i) fabrication of microstructure with very high aspect ratio, which 

can be three times higher than that of state-of-the-art deep etching techniques employed for 

microsystem fabrication; (ii) tunability of the etching anisotropy (from zero to one) in real-time 

as the etching progresses, which enables 3D freestanding microstructure fabrication by one-step 



 

 

etching; (iii) fine control of the etching features at the sub-micrometer scale, for both small 

(features down to 1 μm in size) and large (length over 1 mm) areas; and (iv) high quality of 

etched structures in terms of both verticality (percentage error over a depth of 100 μm of about 

0.04 %) and surface roughness (about 20 nm). In the near future, ECM technology is expected to 

be greatly exploited at the lab scale, although not limited to, for silicon microstructuring, with 

potential impact on both microdevices and applications in different research fields. 

 
Fig. 18.42 Examples (SEM images) of two microsystems fabricated by ECM technology: (a) 

MEMS structures consisting of freestanding inertial masses suspended from the substrate by 

folded springs and featuring comb fingers for actuation; (b) magnification of a folded spring of 

the MEMS structures in (a); (c) optofluidic platform featuring a one-dimensional photonic 

crystal assensing transducer; (d) magnification of the photonic crystal transducer of the platform 

in (c) 

 

 18.12 Porous Silicon Functionalities for BioMEMS  

 

 This chapter presents a literature survey of the applications of porous silicon in 

BioMEMS (biological/biomedical microelectromechanical systems). This material possesses 

properties particularly suitable for biomedical purposes: biocompatibility, biodegradability, 

photoluminescence, ability to precisely control the pore size and shape, and possibility to easily 

modify the surface chemistry. Many applications can, for instance, be found in the fields of 



 

 

sensing and delivery of therapeutics. It is expected that the number of BioMEMS using porous 

silicon will continue to increase in the future with the development of lab-on-a-chip/ microfluidic 

devices. 

 

Table 18.7  BioMEMS applications using pSi as part of a chip-based system 

 



 

 

 
 

18.13 Porous Silicon for Microdevices and Microsystems 

 

 Macroporous silicon technology found its principal application in integrated 

microsystems as sacrificial layer: multilayered and suspended structures, such as bridges, 

membranes, and cantilevers, often require fabrication, almost always by isotropic etching and 

removing, by alkaline-based water solution, of a porous layer. 



 

 

 The thickness of this layer can be up to 100 μm, or more, which is very much greater with 

respect to those obtained by thin film deposition techniques (<10 μm): in this sense, porous 

silicon passive layer is an exclusive technology. In Table 18.8 are reported some references of 

porous silicon sacrificial layers together with the functionalities of the resulting microsystems. 

 Silicon on insulator technology and thermal insulation are other important fields where 

porous silicon morphology plays a key role, and thus, it is often used in complex microsystems: 

thermal properties of porous silicon layers can be strongly modulated by changing the porosity, 

i.e., the amount of air present in the silicon volume. On the other hand, pores can be completely 

filled by silicon dioxide, so that a nanocrystalline film can be transformed by thermal oxidation 

in an oxide layer preserving the desired geometry. 

Table 18.8 Porous silicon as sacrificial layer 

 
 

 



 

 

18.14 Porous Silicon Optical Waveguides  

 A waveguide structure consists of a high refractive index layer surrounded by lower 

refractive index media. In porous silicon, waveguides can be achieved by fabricating single-

layer, double-layer, or triple-layer structures, as illustrated in Fig. 18.43; graded-index profile 

waveguides are also achievable. Conceptually, in traditional step index waveguides, light 

remains trapped in the high refractive index (low porosity) layer due to total internal reflection at 

the interfaces with the adjacent lower refractive index materials. Photonic crystal mirrors have 

also been utilized to provide light confinement in a porous silicon waveguide . Very recently, 

three-layer porous silicon antiresonant reflectingoptical waveguides (ARROW) have been 

demonstrated . A waveguide structure can support a discrete number of modes, each with a 

characteristic effective index (neff), based on the thickness and refractive index of each layer of 

the waveguide. While light is only guided in the low-porosity waveguide layer, an exponentially 

decaying field does exist in the regions directly above and below the low-porosity waveguide 

layer. This evanescent field is critical for allowing light to be efficiently coupled into and out of 

the waveguide, Scanning near-field optical microscopy has been used to directly probe the 

evanescent field and measure the propagation constant of a porous silicon waveguide. If a 

secondary material is incorporated into one or more of the porous silicon layers constituting the 

waveguide structure, then the field distribution, neff of each mode, and possibly the number of 

modes is changed. Note that while porous silicon double-layer structures, in general, have been 

intensively investigated over the past few years for size-selective and environmentally robust 

sensing applications , many of these structures are not waveguides because the 

appropriaterefractive index profile is not achieved and only the reflectance spectrum is 

interrogated. 

 
Fig. 18.43 Schematics of porous silicon waveguides consisting of (a) one, (b) two, or (c) three 

porous silicon layers. Light is confined in a high refractive index (low porosity) porous silicon 

layer when surrounded by lower refractive index media, which can include a higher porosity 

porous silicon layer, air, or another low index solid, liquid, or gaseous substance 

 



 

 

 Figure 18.44  illustrates some common porous silicon planar waveguide configurations. 

Rectangular waveguide geometries, such as rib or ridge waveguides, including Mach-Zehnder 

interferometer configurations, have also been studied and achieved in porous silicon using 

standard lithography techniques or direct laser writing  

 
Fig. 18.44 Common porous silicon waveguide configurations: (a) grating-coupled two-layer 

waveguide, (b) prism-coupled two-layer waveguide in the Otto configuration with an air gap 

between the waveguide and the prism, and (c) prism-coupled single-layer waveguide in the 

Kretschmann configuration using a low index polymer layer or low index fluid to attach the 

porous silicon membrane to the prism. End-fire coupling using a microscope objective and butt 

coupling using an optical fiber (not shown) have also been employed 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Chapter 19. Aerogels 

 

19.1 Introduction 

 The term aerogel was first introduced by Kistler in 1932 to designate gels in which the liquid 

was replaced with a gas, without collapsing the gel solid network. While wet gels were previously 

dried by evaporation, Kistler applied a new supercritical drying technique, according to which the 

liquid that impregnated the gels was evacuated after being transformed to a supercritical fluid. In 

practice, supercritical drying consisted in heating a gel in an autoclave, until the pressure and 

temperature exceeded the critical temperature Tc and pressure Pc of the liquid entrapped in the gel 

pores. This procedure prevented the formation of liquid–vapor meniscuses at the exit of the gel pores, 

responsible for a mechanical tension in the liquid and a pressure on the pore walls, which induced gel 

shrinkage. Besides, a supercritical fluid can be evacuated as gas, which in the end lets the “dry solid 

skeleton” of the initial wet material. The dry samples that were obtained had a very open porous 

texture, similar to the one they had in their wet stage. Overall, aerogels designate dry gels with a very 

high relative or specific pore volume, although the value of these characteristics depends on the 

nature of the solid and no official convention really exists . Typically, the relative pore volume is of 

the order of 90% in the most frequently studied silica aerogels. This porous texture is well illustrated 

in Figure 19.1, which shows a Y2O3 aerogel, transmission electron micrographs (TEM) of this 

aerogel and of a SiO2 aerogel, plus a technical art illustration of a local domain in an aerogel solid 

network, inspired from these two micrographs. 

 By considering recent developments in the synthesis of aerogels, it is indeed more realistic to 

define these materials with reference to the initial idea of Kistler, simply as gels in which the liquid 

has been replaced by air, with very moderate shrinkage of the solid network. This definition 

enlightens the main difference between aerogels and xerogels. The term xerogel is defined by IUPAC 

as an “Open network formed by the removal of all swelling agents from a gel”. And indeed, the 

capillary stresses previously mentioned may contract a wet gel down to 30% or less of its initial 

volume  and hence to a much lower value than in aerogels. 

 In his founding work, Kistler synthesized a series of aerogels of very different nature. Besides 

silica aerogels, which could be relatively easily handled without any fracture damage, he succeeded 

in making alumina aerogels, which proved to be mechanically very weak. He also synthesized more 

exotic aerogels of tungstic, ferric, or stannic oxide and nickel tartrate, a list to which organic aerogels 

of cellulose, nitrocellulose, gelatine, agar, or egg albumin must be added. Besides, the fluids in which 

supercritical drying was performed were also quite diverse. The silica gels were made from sodium 

silicate (water glass, Na2SiO3), and water was found to disperse the gel to a powder near the aqueous 



medium critical point. To maintain amonolithic character, the wet gelswere actually dialyzed to 

replace water by ethanol, so that Kistler initiated supercritical drying in this alcohol. But Kistler also 

applied the supercritical method to other fluids: ethyl ether, propane, and even liquid CO2 in an 

unsuccessful attempt to make rubber aerogels 

 
Fig. 19.1 A.Y2O3 aerogel  dried by the CO2 supercritical method; B. TEM micrograph of the aerogel 
in A. ; C. TEM micrograph of a SiO2 aerogel made from 80% TMOS and 40% 
methyltrimethoxysilane, dried by the CO2 supercritical method; D. Technical modeling of a local 
domain in an oxide aerogel, inspired from local zones in the TEM micrographs B. and C. 
 

 At last, Kistler rapidly perceived the potential industrial applications of aerogels, for instance, 

as catalysts, thickening agents, insulating materials, or water repellents when they were hydrophobic . 

He deposited several patents: one of them was assigned to the Monsanto Chemical Company, which 

started the industrial production of silica aerogels  commercialized under the name of Santocel®. He 

also patented the first hydrophobic silica aerogels made by sylilation with trichloromethyl silane, for 

use as water repellents. Hence, Kistler initiated most of the directions in which aerogels were later 

developed. 

 After Kistler, the chemical composition of the materials that were made as aerogels has 

progressively diversified. A large range of simple oxides or binary oxides were investigated . Borate 

aerogels were prepared at the Sandia National Laboratories , at the Lawrence Livermore National 

Laboratory in Berkeley, developed new organic aerogels made by polycondensation of resorcinol–

formaldehyde (RF) for a laser project . These aerogels had a low thermal conductivity of 0.012 W m-1 

K-1 . Their pyrolysis in an inert atmosphere produced a carbon aerogel that conducted electricity. 



Examples of an RF aerogel, the carbon aerogel derived from it, and the fractal structure of this carbon 

aerogel observed under a TEM are illustrated in Figure 19.2. 

 
Fig.19.2 Resorcinol Formaldehyde (RF) and carbon aerogels.  A. RF gel before drying; B. RF 
aerogel after direct CO2 supercritical drying; C. carbon aerogel derived from the RF aerogel in B. by 
pyrolysis at 1,050oC under nitrogen gas flow; D. transmission electron micrograph of the carbon 
aerogel in C. 
 

19.2 SiO2 Aerogels 

  

 This chapter focuses on one of the most studied aerogel materials, silica aerogels.  Silica sol 

gels are generally formed via hydrolysis and polycondensation reactions of silica precursors in the 

presence of an acid and/or base catalyst (Figure 19.3). The resulting silica matrix is highly porous, 

and the pores of the sol gel are filled with the solvent byproducts of the hydrolysis and 

polymerization reactions. If the solvent mixture can be removed from the wet sol gel without 

substantial structural collapse, an aerogel is formed. 

 It aims at presenting a brief overview of the elaboration steps (sol–gel synthesis, aging, and 

drying), the textural and chemical characteristics (aggregation features, porosity, and surface 

chemistry), the main physical properties (from thermal, mechanical, acoustical, and optical, to 

biological, medical, etc.), and a rather broad panel of related potential applications of these 

fascinating nanostructured materials.  

 



 
Figure 19.3. Schematic representation of reactions taking place during formation of silica sol gels. 

 

19.2.1. Sol–Gel Synthesis 

  

 Schematically, a nanostructured solid network is formed in a liquid reaction medium as a 

result of a polymerization process, which creates siloxane bridges (≡Si–O–Si≡) between Si atoms 

delivered by precursor molecules. Such transformations are the equivalent of a polymerization 

process in organic chemistry, where direct bonds between the carbon atoms of organic precursors are 

established leading to linear chains or branched (crosslinked) structures, depending on the type of 

reactive monomers and crosslinkers used. Dispersed solid colloidal silica particles (i.e., nanoparticles 

with a size well below 1 mm) or “more or less” linear oligomers are formed in the early stage of the 

sol–gel process. In the second stage, these elementary objects can link with each other while still in 

the solvent, such as to make up a three-dimensional (3D) open network structure termed a gel, only 

limited by the container. The continuous transformation of a sol to a gel constitutes the gelation 

process. The brutal change from the liquid to the solid stage is termed the sol–gel transition. The gels 

that are obtained are termed either colloidal or polymeric depending on the nature of the building 

blocks of which the network is composed of and whether they are nanoparticulate or more linear 

(polymer-like). For both stages, the driving reactions are hydrolysis and water and/or alcohol 

condensation. For silica gels, a first important precursor is sodium metasilicate Na2SiO3, also termed 

waterglass , which was previously used by Kistler to produce the first silica aerogels reported in the 

literature. This precursor reacts with an acid such as HCl according to the reactions of the type shown 



in (19.1) below. A salt is produced, which must be eliminated bytedious dialysis or by exchange for 

H+ through an acidic ion exchange column  

(19.1) 

 

Table 19.1. Some precursor chemicals used in the production of silica aerogels 

 
 However, the Si precursors most frequently used nowadays are alkoxides of the Si(OR)4 

type, in which R and OR designate alkyl and alkoxide groups, respectively. Often, R is a methyl 

group CH3 (or Me). An often used precursor is hence termed TetraMethOxySilane (or TMOS). 

Another common material has four ethyl rests C2H5 (or Et) as R groups, in which case the precursor 

is termed TetraEthOxySilane (or TEOS). The first inorganic gels synthesized were indeed silica gels 

made  from such precursors, except that they were not dried by a supercritical method to produce 



aerogels. A much larger list of alkoxide-derived precursors and mixtures of them are used today, 

comprising, for instance, polyethoxydisiloxane (PEDS), methyltrimethoxysilane (MTMS), 

methyltriethoxysilane (MTES), 3-(2-aminoethylamino) propyltrimethoxysilane (EDAS), 

Noctyltriethoxysilane, dimethyldiethoxysilane, and perfluoroalkysilane (PFAS). 

 Some precursors (such as EDAS) include built-in chemical functionality, which can then be 

used to modify the resulting gel materials with appropriate chemical synthetic strategies. All these 

precursors are characterized by the existence of Si–O polar covalent bonds. In real life, Si alkoxides 

are often available as complexes in solution in their parent alcohol and are typically polymerized to a 

smaller or larger extent. Even if some monolithic but quite dense aerogel-like materials can be 

synthesized through ultrasonic-assisted solventless sol–gel routes, their polymerization is mostly 

carried out in an organic solvent through simultaneous hydrolysis (19.2) and polycondensation of 

water (19.3) and alcohol (19.4) so that water becomes a reactant added in controlled proportion to 

drive the hydrolysis reaction (19.2). 

 

(19.2-19.4) 

 

 Additional parameters that affect the properties of the final aerogel are the nature of the 

solvent, which most typically is an alcohol  but can be acetone  or ethyl acetoacetate. In addition, 

there is also the molar ratio “Si-precursor to water” as well as the concentration of Si precursor in the 

solvent and the catalyst nature and concentration, which are important parameters too. In short, these 

parameters rule the nanostructuration of the resulting gel (primary particles size, pores size 

distribution, fractality, tortuosity, density, etc.). To better control this nanostructuration, researchers 

have developed two-step processes so that they can successively favor one or another type of 

catalysis , a trick which is used, for example, to elaborate ultralight silica aerogels  or to achieve a 

good compromise between low thermal conductivity and high optical transparency. The latter 

aerogels were synthesized first with H2SO4 catalysis of TEOS in ethanol under a substoichiometric 

molar ratio H2O/TEOS = 1.8, followed by a second catalysis step with HF in ethylacetoacetate. 

Subsequent studies have shown that the intermediate precondensed species were rather polymeric, 

while the final gels were more colloidal (Figure 19.3) 



 
Figure 19.4. High-resolution scanning electron micrographs (HR-SEM) of silica aerogels synthesized 

by a two-step process (first catalysis with H2SO4 followed by HF catalysis) 

 

19.2.2. Ageing 

 

 Before drying, silica gels are often aged via different processes. The aim of this step generally 

is to mechanically reinforce the tenuous solid skeleton generated during the sol–gel process. Aging 

schematically consists in taking advantage of syneresis and/or Ostwald ripening mechanisms by 

modifying the composition of the liquid phase contained in pores of the silica gel. Adding water  

and/or monomeric alkoxysilanes such as TEOS  can significantly enhance surface reactions and 

primarily those involving the residual hydroxy/alcoxy groups. Consequently, supplementary 

condensation reactions and dissolution/reprecipitation of silica can occur. The associated kinetics 

depends on the pH and the nature of the solvent. Generally, the particles “neck” area, the average 

pore size, and the apparent density of the gel increase through aging treatments. If properly 

controlled, these morphological changes can significantly improve the mechanical properties (E, K, 

MOR. . .) and the liquid permeability (D). In one case, for example, an augmentation of the shear 

modulus by up to 23 times was reported . Recently, it has been shown that other types of successful 

aging treatments exist to simultaneously increase the permeability and mechanical properties. These 

include, for example, the addition of larger precursor molecules, e.g., polyethoxydisiloxanes  or 

simply adding a dilute HF solution without additional silica precursor  (Figure 19.5). 



 
Figure 19.5. Permeability of silica wet gels (i.e., before drying) as a function of HF concentration in 
the aging bath composed of ethanol (SPL1, white marks) or ethylacetoacetate (SPL2, solid marks) 
containing 3 vol% water. 
 

19.2.3. Drying 

 

 Capillary stresses inevitably occur whenever gas–liquid menisci appear at the pore 

boundaries, during evaporation of the pores’ liquid. Even if the siloxane bonds have approximately 

50% covalent character, which makes the silica gels much more capable of resisting to evaporative 

effects than other oxide gels, particular attention must be paid to this really tricky step. Three main 

routes are commonly used for drying: 

1. Freeze-drying (which necessitates to bypass the triple point). 

2. Evaporation (which implies crossing the liquid–gas equilibrium curve). 

3. Supercritical drying (which necessitates to bypass the critical point). 

 In general, freeze-drying and evaporation applied to finely nanostructured silica gels have not 

yet proved to produce monolithic aerogels. Freeze-drying leads to cracked pieces or even powder-

like products  Evaporation without specific surface (e.g., sylilation  and/or aging  treatments results in 

“dense” (e.g., ρ > 0.25 g cm-3) and even cracked materials, so-called xerogels, Figure 19.6). the 

densification during evaporation comes from the condensation of remaining reactive silica species. 

When submitted to capillary stresses, initially far distant hydroxyl and/or alkoxy groups can come 

close enough to one another to react and generate new siloxane bonds, thus leading to irreversible 

shrinkage (Figure 19.7), because of the inherent flexibility of the silica chains. 



 
Figure 19.6. Appearance of cracks during evaporative drying under ambient conditions (here 
observed with mesoporous silica wet gels impregnated with ethylacetoacetate at times t1  = 5 min and 
t2= 20 min, respectively,after the beginning of evaporation.  
. 

 
Figure 19.7. Comparison of the shrinkage behavior, from the wet (upper photographs) to the dry 
(lower photographs) states, occurring during evaporative drying of native, e.g., untreated (left-hand 
side) and sylilated (righthand side) silica gels. 
  

 Supercritical drying, on the other hand, permits to eliminate capillary stresses. Hence, this 

process produces monolithic silica aerogels of rather large dimensions (Figure 19.8), if required by a 

targeted application  (Figure 19.9). 



 
Figure 19.8. Monolithic silica aerogels obtained after supercritical CO2 extraction 

 
Figure19.9. Large monolithic silica aerogel monoliths integrated in demonstration glazing (left side) 
and window (right side) prototypes. 
 

 Supercritical drying can be performed (1) in organic solvents in their supercritical state 

(generally alcohol as the pore liquid and consequently above 260oC if ethanol is used) according to a 

so-called HOT process or (2) in supercritical CO2 at a temperature slightly above the critical 

temperature of CO2 ~31oC according to a so-called COLD process. 

 



19.2.4. Synthesis Flexibility 

 

 Besides these synthesis and processingmethods, it must beemphasized that the flexibility of 

sol–gel processes permits to enlarge the selection of silica aerogel-based materials, which is currently 

accessible. Bulk architecture can be tailored by templating techniques. The gel chemistry can be 

modified by grafting, either during (Figure 19.10) or after gelation. Composites and nanocomposites 

can be elaborated by impregnation of foams (Figure 19.11) or fibrous networks, by dispersion of 

particles, powders, or polymers, or by synthesis of mixed silica-based oxides. Organic silica hybrids  

can also be made either by many techniques such as cogelation and crosslinking  or by reaction with 

functionalized particles. 

 
Figure 19.10. Monolithic fluorescent silica aerogels obtained by reaction of silyl-functionalized 

benzazoles dyes with polyethoxydisiloxane in isopropanol under HF catalysis. 



 
Figure 19.11. Scanning electron microscopy of an organic–inorganic composite obtained by 

impregnation of a cellular open-cell organic foam with a silica sol.  

 

19.3. Other  Aerogels 

 

19.3.1 Hydrophobic Aerogels 

 

  Figure 19.12 shows the contact angle measure which allow to distiguish the  hydrophilic and 

hydrophobic surfaces. For hydrophilic surface angle θ< 90o, for hydrophobic surfaces  θ>90o. 

 
Figure 19.12. Representation of contact angles on hydrophilic and hydrophobic surfaces. 

 

 What Makes an Aerogel Hydrophobic?A hydrophobic surface is one that repels water, 

whereas a hydrophilic surface  attracts water. But there is a wide range of surface behavior; most 

surfaces are neither fully hydrophilic nor absolutely hydrophobic. One of the main determinants of 

the overall hydrophobicity of a sample is the extent to which the functional groups on the surface of 

the material interact with water. These interactions include intermolecular forces (dipole–dipole 

interactions and hydrogen bonds), as well as acid/base chemistry and other types of surface reactions 



involving water. Water will readily wet a hydrophilic surface (see Figure 19.13A), but will bead up 

on a hydrophobic surface (Figure 19.13B). 

 
Figure 19.13. Water droplets on aerogel surfaces: A. a TMOS-based aerogel fabricated in an RSCE 
process and B. An aerogel made from a 25% by volume TMOS and 75% by volume MTMS mixture 
in an RSCE process. The water droplet on the TMOS aerogel spreads out and wets the surface, 
indicating a lack of hydrophobicity, whereas the droplet on the aerogel made with an MTMS co-
precursor beads up, indicating that the surface is hydrophobic. We note that in some cases a water 
droplet on an unmodified TMOS aerogel is immediately taken up by the material. For the RSCE 
aerogel in A. the droplet remained on the surface of the aerogel. 
 

 Silica sol–gel matrices form via a series of condensation reactions of individual alkoxide 

molecules. The majority of the resulting material is silica (SiO2). However, some of the alkoxide side 

chains remain unreacted (Si–OR) and some are left partially reacted (Si–OH) at the end of the 

polymerization reaction. If the silica precursors contained groups that could not react via 

condensation (Si–R), those groups will also be present in the aerogel matrix. When these groups (Si–

OR, Si–OH, Si–R) are found at the surface of the aerogel, they can come into contact with water 

from the environment. And, as aerogels have unusually high surface areas compared to many other 

materials, there are many possible points of contact with water from the environment. 

 Silica aerogels prepared from TMOS or TEOS have Si–OR and Si–OH groups. The Si–OH 

groups render the aerogels hydrophilic. The Si–OH groups can undergo strong hydrogen bonding 

with water. We have observed that when TMOS-based aerogels are placed in water, they undergo 

structural collapse, rendering them unsuitable for chemical sensor applications in aqueous samples. 

 Indeed, some silica aerogels are so hydrophilic as to be hygroscopic. Miner et al. [7] noted 

that significant uptake of water by silica aerogels in humid environments results in the aerogel 

materials becoming cloudier with time, and even fragmenting; this complicates the use of aerogel 

materials for thermal insulation. Moreover, the Si–OH group is a weak acid. Consequently, the 



average charge of these surface groups depends on the pH of the environment in which the gel is 

found.  

 This property of silica is exploited in chromatography and electrophoresis applications. 

The presence of a significant number of non-polar side groups (Si–R) on the surface of a silica 

aerogel renders it hydrophobic. Water molecules undergo only weak intermolecular forces with 

hydrocarbons and fluorohydrocarbons, but very strong intermolecular forces with other water 

molecules. This is why water beads up on PTFE surfaces and on hydrophobic aerogels, and why 

researchers have observed hydrophobic aerogels floating on top of water for months at a time. 

 

19.3.2. Superhydrophobic and Flexible Aerogels 

 

 Commonly, aerogels are brittle and fragile materials. In the case of aerogels which are made 

from precursors carrying internal hydrophobic groups such as MTMS and MTES, one observes a 

strong deviation from these classical properties of silica aerogels. The behavior of the resulting 

aerogels is closer to that of soft rubber or polymer-like materials. The synthesis of flexible 

superhydrophobic silica aerogels can occur in a single or two-step sol–gel process without the need 

for additional chemical modification of the gels. This new and fascinating class of aerogels offers 

similar network structure but vastly different mechanical properties when compared with standard 

silica aerogels. Also, they regain their original shape and size after loading and offer extremely low 

values of Young’s modulus Y. 

  
 Figure 19.14. Flexible MTMS aerogel sample which can bend about 90o 



 

 These aerogels also absorbs up to 15 times their own mass of organic solvents or oil and a 

moderate heating of the soaked material releases the solvent quantitatively. This in combination with 

their superhydrophobic and flexible nature makes them promising candidates for specialty spill 

clean-up applications. Little work has been done so far to produce these materials by ambient drying 

but ambient dried materials of this class would certainly raise their attractiveness for 

commercialization. 

 

19.3.3 Sodium Silicate Based Aerogels via Ambient Pressure Drying 

 

 Waterglass-based silica aerogels are commonly fabricated by a typical sol–gel process 

exemplified in Figure 19.15. 

 
Figure 19.15. Schematic illustration of the synthetic steps used to manufacture silica aerogels from 
waterglass. 
 

 A number of different strategies are known today, which can produce ambient dried silica 

aerogels from waterglass. Generally, one can distinguish: 

1. “Conventional” gelation followed by solvent exchange and hydrophobization and 

2. Co-precursor methods.  



 In the latter, the surface modification agent is added together with the silica precursor 

(waterglass) during gelation. Looking back at the times of the discovery of aerogels by Kistler, there 

has been a substantial development in the process efficiency: all recently developed techniques are by 

far faster and more economic. However, most of the time required for preparation is still spent during 

washing, solvent exchange, surface modification, and drying steps, i.e., during the stages (c) through 

(g). The drying step at ambient pressure requires a more or less fixed amount of time and hence 

offers less potential for speeding up the synthesis. This leaves room for optimization for gel-washing, 

solvent exchange, and hydrophobization. It is in exactly those steps where most synthetic methods 

digress. Let us briefly peruse the most recent developments that were able to greatly reduce the 

overall processing time:  

• The use of a combined solvent exchange and hydrophobization (CSH): Often, the hydrogel is 

immersed into a mixture of an alcohol (isopropyl alcohol (IPA)/alkane (hexane or heptane)/TMCS 

solution. In thisway, steps (e) and (f) are combined. 

• In some instances, aging of the gels is done in a water alcohol or acetone mixture in 

order to facilitate and/or speed up the subsequent CSH treatment . 

•  waterglass/HMDS coprecursor method to synthesize superhydrophobic silica aerogel powders in a 

total preparation time of less than 5 h. 

 Silica gels are synthesized from molecular silicon-containing precursors. Two common 

methods are used to initiate the gelation of a waterglass solution: 

1. Acidifcation or partial neutralization of a sodium silicate solution by addition of a Bronsted acid. 

2. Replacement of sodium ions Na+ by protons H+ by means of an ion exchange resin in its acid 

form, thus forming a silicic acid solution and initiating gelation by addition of a Lewis base (F-) or 

Bronsted base (OH-). 

 Method (1) is a so-called single step process. Adjusting the pH to a value between 5 and 9 is 

equivalent with a partial neutralization of the sodium silicate. Commonly, the term acid catalysis is 

used to describe this process. Strictly speaking, this is only partially correct, because the addition of 

acid serves the primary purpose of partially neutralizing the alkaline sodium silicate solution and to 

lower the pH value. Method (2) is a classical two-step process. In the language of tetraalkoxysilane 

(TEOS, TMOS) chemistry, this is often referred to as an acid-base catalyzed synthesis. For the 

waterglass system, the same language is commonly encountered in the literature to describe the 

various stages of sol and gel formation. In the following, let us discuss the silica gel formation from 

waterglass. The two key steps in this process are neutralization and condensation. Figure 19.16 shows 

the neutralization of silicate to silicic acid H2SiO3. In a second step, the formation of dimer species 

with one equivalent of silicic acid (A) or sodium silicate (B) respectively is shown. 



 
 
Figure 19.16. Acidification of a sodium silicate molecule to produce silicic acid and reaction with 
another molecule of A. silicic acid or B. sodium silicate. 
 
 
 Drying of the surface-modified gels from an organic solvent phase is typically done in two 

steps. The first is a low-temperature drying step at close to ambient temperatures (25oC–50oC) 

typically lasting one to two days. The second step is done at high temperatures between 150oC and 

200oC. The last step is the most energy intensive of the APD process. A list of typical physical 

properties of ambient dried waterglass-based silica aerogels is given below in Table 19.2. 

 Today, the APD process yields aerogels that offer identical properties to those dried 

supercritically. However, the elaboration of every synthetic method starts with arduous trials and 

optimization studies until this point is reached. From that point of view, the supercritical drying 

method is certainly less labor-intensive because there are fewer steps to the final product and the 

drying is not as sensitive to process parameter changes as in the APD case. 

 
Table 19.2 Collection of typical properties of silica aerogels derived from waterglass by APD 

 



 In the following lines, the influence of a number of selected reaction 

parameters, demonstrating their effect on essential physical properties such as density, thermal 

conductivity, optical transmission, specific surface area, and hydrophobicity is described. Figure 

19.17  below shows a typical transmission electron micrograph of an ambient dried silica aerogel 

made from waterglass. It clearly reveals the nanoscopic building blocks and the high porosity of the 

material. 

 

 
 
Figure 19.17. TEM Image of a waterglass-based silica aerogel revealing the mesoporous pore 
structure 
 
 Effects of various process parameters on the physicochemical properties of the aerogels 

presented in Figure 19.18 and table 19.3 

 

Table 19.3  Effect of the gelation pH on the gelation time and aerogel propertie 

 
 

 



  
 

 
 

Figure 19.18  Effect of H2O/Na2SiO3 molar ratio (A) on gelation and density of aerogels. (a)  Effect 

of the aging period on the bulk density of the final aerogel (b),  Effect of HMDS/Na2SiO3 molar ratio 

on bulk density and % of optical transmission of aerogels. 

 

 
19.4. Aerogels Containing Metal, Alloy, and Oxide Nanoparticles Embedded into Dielectric 

Matrices. 

 

 Aerogels are regarded as ideal candidates for the design of functional nanocomposites based 

on supported metal or metal oxide nanoparticles. The large specificsurface area together with the 

open pore structure enables aerogels to effectively host finely dispersed nanoparticles up to the 

desired loading and to provide nanoparticle accessibility as required to supply their specific 

functionalities. The incorporation of nanoparticles as a way to increase the possibility of the use of 

aerogels as innovative functional materials The different strategies that have been adopted to 

synthesize nanocomposite aerogels follow two general approaches, depending on whether the 

nanophase (or its precursor) is added during or after the sol–gel process. 

  



  

 
Figure 19.19. Schematic diagram of the different approaches for the chemical synthesis of 

nanocomposite aerogels. 

 

 The first approach includes cohydrolysis and cogelation of the nanoparticle and of the matrix 

precursors and cogelation of the matrix precursor together with preformed nanoparticles. This 

approach offers the advantage of producing materials with a controllable loading of nanoparticles 

throughout. On the other hand, several disadvantages should be taken into account: an accurate 

choice of the synthetic conditions has to be made in order to obtain a homogeneous multicomponent 

gel, and the nanoparticle precursors as well as the capping agents needed to stabilize preformed 

colloidal nanoparticles may affect the sol–gel synthesis of the matrix. 



 The second approach includes methods based on the addition of the nanophase after the sol–

gel process and they should preserve the porous structure and morphology of the matrix. These 

methods include the deposition of the nanophase by impregnation, deposition–precipitation, and 

chemical vapor infiltration procedures. Deposition– precipitation synthesis, based on the deposition 

of metal hydroxides on the support by tuning the pH of the solution, as well as impregnation of a 

preformed aerogel by a solution of metal salts, are very straightforward and inexpensive routes. 

 These approaches, however, suffer from two major drawbacks: (1) the poor compositional 

homogeneity of the resulting nanocomposites and (2) the potential damage of the support in liquid 

media, aerogels being brittle and fragile. Tethering the metal to a gel matrix modified by coordinating 

groups and soaking the alcogel or aquogel into the metal solution prior to supercritical drying have 

been proposed as a way to overcome respectively drawbacks described in (1) and (2). 

 Deposition of nanoparticles from vapor phase, as opposed to wet impregnation  ethods, does 

not alter the porous matrix and ensures that the guest phase will be distributed throughout the matrix, 

thanks to its open porous texture. The general applicability of this approach is limited by the 

availability of precursors with a sufficiently high vapor pressure to give rise to volatile by-products. 

 Figure 19.19 is a schematic summary of the different preparation approaches; it should be 

taken into account, however, that a postsynthesis treatment, most commonly a thermal treatment 

under controlled atmosphere, is required to induce phase separation, to promote the formation of the 

desired oxide or metallic nanophase, and to obtain the desired crystallinity. 

 Several examples are available in the literature on the synthesis of aerogels containing oxide 

nanoparticles embedded into dielectric matrices to be used for their magnetic, catalytic, and optical 

properties. While almost all of the examples refer to SiO2-based nanocomposites, a large variety of 

oxide nanoparticles have been synthesized as a dispersed nanophase. 

 Different approaches have been tried for the synthesis of aerogels containing magnetic iron 

oxide nanoparticles dispersed into SiO2 with particular emphasis on maghemite, g-Fe2O3, 

nanoparticles, which possess interesting magnetic properties. However, even if this metastable phase 

is frequently kinetically stable at the nanometer scale, it proved to be difficult to obtain. It was 

prepared several magnetic samples (see Figure 19.20) by varying different sol–gel parameters. In 

particular, they used different precursors for the silica (TEOS or TMOS) in alcoholic solution 

(ethanol or methanol) in the presence of different amounts of water and using acid or base catalyst. 

They also used two different iron oxide precursors: either Fe(NO3)3.9H2O or a (FeNa(EDTA). 2H2O) 

metallic complex in order to avoid strong bonding to the matrix and to increase pore diameters. The 

samples obtained with these procedures have surface areas ranging between 200 and 600 m2 g-1, 

while XRD does not permit a clear identification of peaks apart from one single case in which the 



presence of six-line ferrihydrite, a poorly crystalline iron oxide hydroxide, became apparent. 

 Mossbauer spectroscopy allowed identification of the iron oxide phase as ferrihydrite in some 

samples and magnetite in others and also indicated that the samples present superparamagnetic 

relaxation effects. TEM shows either spherical or acicular nanoparticles.  

  Fe2O3–SiO2 nanocomposite aerogels were prepared  using TEOS and Fe(NO3)3 . 9H2O as 

precursors for the silica matrix and the iron oxide nanoparticles, respectively, while ethanol was used 

as solvent and nitric acid as catalyst. The obtained alcogels were submitted to sc-HT drying adopting 

two different conditions that lead to mesoporous and microporous aerogels, respectively. After 

supercritical drying, samples were calcined at elevated temperatures. XRD of the aerogels after 

supercritical drying showed faint peaks due to six-line ferrihydrite. After calcination, new peaks 

showed up and kept on growing. At 900oC, there was a mixture of different Fe(III) oxides present. 

Surface areas were quite high even after calcination at 900oC (500 m2 g-1) and TEM images showed a 

homogeneous distribution of the nanoparticles. TEM micrographs show nanoparticles with a narrow 

distribution of size (around 4 nm) located in large and irregular aggregates within the amorphous 

matrix, as shown in Figure 19.21. 

 

          
Figure 19.20 Magnetic aerogel attracted by a permanent magnet 

Figure 19.21. BF (top) and DF (bottom) TEM micrographs of maghemite–SiO2 aerogel 

 



 The preparation of nanocomposite aerogels made out of zero-valent metal or alloy  

nanoparticles in an insulating aerogel matrix has attracted a great deal of effort in view of the 

preparation of materials for catalysis, biomedicine, optoelectronics, and sensors. As it is the case for 

all sol–gel nanocomposites, silica is by far the most investigated matrix for supporting metal/alloy 

nanoparticles, although alumina, titania, chromia, and polymer supports have also been proposed. 

On the other hand, a variety of metal nanoparticles have been considered either on the basis of the 

ease of reducibility, with the aim of developing optimized synthetic protocols, or in order to provide 

the desired functionality to the nanocomposite. Noble metal nanoparticles are the most investigated 

as they meet both requisites: they can be easily obtained and stored in the zero-valent state; they are 

catalytically active toward a wide range of chemical processes; and they can have biomedical 

applications such as antimicrobial activity. Moreover, metal nanoparticles exhibit characteristic 

surface plasmon bands and when hosted in dielectric matrices, due to the refractive index mismatch, 

can give rise to enhanced optical effects, namely, surface enhanced Raman scattering. 

 Transition metals and their alloys have also attracted much attention due to their magnetic 

properties and due to their potential in catalysis thanks to the occurrence of different oxidation 

states. The properties of sc-CO2 in the development of novel processes for the synthesis of 

nanostructured materials were also exploited in the case of Pt–SiO2 aerogels obtained by 

impregnation of preformed commercial silica aerogels. By making use of sc-CO2 as the solvent for 

the deposition of the metal precursor (dimethyl cyclooctadiene platinum-II), Pt–SiO2 

nanocomposites with a narrower size distribution were obtained. However, metal nanoparticles 

seem to be mainly deposited on the outer surface of the silica aerogel (see Figure 19.22). By 

applying the same deposition procedure on different substrates (carbon black, alumina, silica, and 

silica aerogel), the authors were able to show that particle formation and growth was mainly 

governed by the strength of the interaction between the organometallic precursors and the 

support.  

 Extensive structural investigation by EXAFS, HREM, EDX, EELS has been used to provide 

compositional information at the nanometer scale for FeCo–SiO2  nanocomposites (Fig.19.23) 



 

Figure 19.22. HRTEM micrographs of supported Ru and Pt nanoparticles on different  substrates: A. 
Carbon aerogel, B. silica aerogel, C. carbon black, D. Nafion, E, F. γ-Al2O3, G, H. SiO2 

 
Figure 19.23. Possible scenarios for the microstructure of a 4 nm diameter FeCo alloy nanoparticle: 
(A)  nanoparticle consists of a single homogenous alloy phase; (B) nanoparticle is covered with a 
0.2 nm layer of iron oxide determining a slightly reduced concentration of Fe in the core of the alloy 

 



19.5. Main Properties  

The key structural parameters of a porous material are the total fraction of the pore and the solid 

phase, the typical extension of the backbone and the pore phase, the connectivity of the two phases, 

the characteristics of the interface between the phases, and the molecular structure of the backbone 

phase (see Figure 19.24). Related to these properties are different characterization techniques (Table 

19.4). 

 
Figure 19.24. Overview over the key structural parameters of a porous solid 

 

19.5.1. Texture 

 Silica aerogels are amorphous materials. They have a skeletal density, as measured by Helium 

pycnometry  ~2 g cm-3, close to that of amorphous silica (2.2 g cm-3). They typically have a pore 

volume above 90% of their whole monolith volume. Some ultraporousand ultralight silica aerogels 

can be synthesized by two-step process, and a density as low as 0.003 g cm-3 has been reported : 

these are the lightest silica aerogels that can be found in the literature. 

 Silica aerogels are usually largely mesoporous, with interconnected pore sizes typically 

ranging from 5 to 100 nm and an average pore diameter between 20 and 40 nm. Micropores (i.e., 

pore sizes < 2 nm) become significant in aerogels synthesized under acid catalysis conditions or 

having undergone particular treatments . The associated specific surface area is rather high, typically 

from 250 to 800 m2 g -1 and can exceed 1,000 m2 g-1. 

 The architecture of silica gel networks is often described as that of a fractal geometry  and it is 

possible to distinguish mass from surface fractalities. In the former case, the mass M of a gel inside a 

sphere of radius R, centered about a random point in the gel network, is a statistical function of R of 

the type (19.5). 



Tabl.19.4 Overview of parameters and related experimental techniques 

 
 

 (19.5) 

where f is termed the fractal dimension because this is not an integer. 

 For a surface fractal object, the surface area A follows the law (19.6): 



(19.6) 

 

 The fractal dimension can be experimentally determined by adsorption of molecules of 

different cross-sectional area, by small or ultra-small-angle X-ray scattering (SAXS/USAXS) or by 

small-angle neutron scattering (SANS) spectroscopy. SAXS/USAXS and SANS are also widely used 

to characterize elementary particles and/or distributions of clusters that constitute the silica skeleton 

as well as other structural features such as the specific surface area. These results generally give 

larger values than their BET analogues The porous network characteristics (specific pore volume, 

mean pore size, pore size distribution, etc.) reported in the literature are usually obtained either by 

adsorption of nitrogen  or by non-intrusive mercury porosimetry. An example of pore size 

distribution obtained by non-intrusive mercury porosimetry is presented in Figure 19.25. 

 
Figure 19.25. Pore size distribution of a 0.15 g cm-3 silica aerogel obtained by non-intrusive mercury 
porosimetry on samples synthesized in alcohol via a two-step process with TetraEthOxySilane 
(TEOS). 
 

 
Figure 19.26. SEM image of the very same spot of an organic aerogel taken at low (1 kV) and high 
acceleration voltage (10 kV). 



             Figure 19.26 shows an example of the very same spot of an organic aerogel probed with 

different acceleration voltages at otherwise identical conditions; the images reveal the switching from 

a surface to a bulk sensitive imaging mode of SEM.                               

 

19.5.2. Chemical Characteristics of silica aerogels 

 After drying, untreated (e.g., not sylilated) contain residual reactive groups (e.g., alkoxy and 

hydroxyl groups). Fourier-transformed infrared spectra (FTIR) reveals a silanol surface coverage (-

Si–OH) of typically 4–6 groups per nm2 , which gives them a certain hydrophilic behavior. This 

parameter is influenced by the specific sol–gel conditions used as well as by the drying route. 

Concerning drying, silanol groups condense during evaporation while HOT supercritical processing 

induce reesterification of the silanol functionalities. This makes both xerogels and aerogels more 

hydrophobic after drying is complete. Indeed, for many applications, it is necessary that aerogels be 

hydrophobic to not absorb (even adsorb) water vapor. Briefly, to elaborate hydrophobic silica 

aerogels, the pore surface must be covered with nonpolar side functions such as -Si–CH3, which 

can be introduced by several methods. For instance, a silicon precursor containing at least one 

nonpolar chemical group, of the type RSi(OR’)3 where R and R’ are alkyl groups, can be cogelled in 

various proportions with TMOS or TEOS. For example, when some hybrid gels are synthesized with 

TMOS and MTMS, the silanol concentration can be decreased. MTMS, for instance, is more difficult 

to condense than TMOS. Hence, the gel network is then mostly made by TMOS, while in the second 

stage  -Si–CH3 end groups cover the pore surface. 

 
Figure 19.27. FTIR spectrum of an MTMS-based aerogel sample. 

 



Infrared spectroscopy (FTIR) was used to identify the chemical bonding states within the material. 

The FTIR spectrum shown in Figure 19.27 indicates the presence of all chemical bonds which are 

expected: The Si–O–Si linkages of the silica network are represented by a strong and broad Si–O 

vibrational mode at 1100 cm-1. The presence of Si–CH3 functionalities is confirmed by Si–C modes 

at 840 cm-1 and 1310 cm-1 as well as C–H stretching and bending vibrations at 2900 cm-1 and 1400 

cm-1 corresponding to Si–C and C–H bonds, respectively. Very small O–H vibrations at 3500 cm-1 

and 1650 cm-1 indicate the presence of residual free OH groups (or adsorbed water) within the 

aerogel. These aerogels offer unprecedented hydrophobic as well as mechanical character unlike 

native silica aerogels.  

 

19.6. Physical Properties and Some Related Applications  

 

19.6.1 Thermal Conductivity 

 One of the major characteristics of silica aerogels is their very low thermal conductivity, 

typically of the order of 0.015W m-1 K-1 at ambient temperature, pressure, and relative humidity. 

These values are significantly lower than the conductivity of air under the same conditions, e.g., 

0.025W m-1 K-1 (see typical experiments whuch shows the low thermal conductivity of aerogels, 

Fig.19.28). Thus, silica aerogels are among the best-known thermal insulating materials . Besides, 

silica is nonflammable and silica aerogels are amorphous. Moreover, silica aerogels can be made 

optically transparent, although they are also very brittle (Fig.19.29). Consequently, they present an 

amazing application potential for opaque or transparent insulating components  as well as daylighting 

devices, if they can be mechanically reinforced.  

 The physics governing their thermal properties, as well as their use in thermal insulation  and 

the first related commercial products . As an example for a high-tech product, it shall be underlined 

that silica aerogels find ever increasing use as thermal insulator in the aeronautical and aerospace 

domains . They were, for instance, used in the recent PATHFINDER MARS mission to insulate the 

Sojourner Mars Rover. During the mission, the nocturnal temperature dropped down to -67oC, while 

a stable inside temperature of 21oC was maintained. This permitted to protect the Rover’s very 

sensitive electronics from damage by the cold. For a similar program termed European Retrieval 

Carrier (EURECA) satellite, the use of aerogels has been investigated . 



  
Figure 19.28. A crayons and flower is on a piece of aerogel which is suspended over a flame from 
a Bunsen nurner. Aerogel has excellent insulating properties, and the flower is protected from the 
flame 
    

 Aerogels are known for their outstanding thermal insulation properties combined with light 

weight,  chemical resistivity, and nonflammability. The compressive strength, tensile strength, and 

elastic modulus of silica aerogels are very low and largely depend on the network connectivity and 

aerogel density. Indeed, silica aerogels can easily be elastically compressed when the porous texture 

is studied, for example, by the capillary stresses. Nevertheless it is ideal candidates for both ambient 

and high temperature insulation applications (Fig.19.29). In general, heat is transferred by radiation, 

conduction, and convection. Due to the small pore sizes of aerogels, the convective and gas 

conduction pathways are virtually eliminated. What remains are primarily radiative heat transfer and 

conduction through the silica network structure. Silica aerogels are the best-known aerogel insulation 

systems and so far also the only ones that are commercially exploited. Products by Aspen Aerogels 

and Cabot Corporation offer thermal conductivity values as low as 0.013 W/(mK).  

 Aerogel insulation products are successful in niche markets; however, with increasing 

popularity and production volumes, there will be room for growth of respective market shares, and 

new products will become affordable for applications that are not yet covered today. In this respect, 

APD waterglass-based aerogels have a tremendous potential for upscaling and cost reduction for 

the two main reasons widely discussed in this text: the process and cost advantage of ambient 

pressure drying and the low cost of waterglass as a precursor for the gel synthesis. Therefore, it 

seems reasonable to assume that there will be an ongoing interest in waterglass based aerogels in the 

near future, both academically and from a manufacturing point of view. 



 Of course, it must be underlined here that applications in space are not at all limited to 

thermal insulation. Indeed, silica aerogels can be applied to collect aerosol particles , to protect space 

mirrors, or to design tank baffles. The most recent project, Stardust, successfully returned to earth in 

January 2006 (Fig.19.30). This mission provided samples of a recently deflected comet named Wild-

2, which are being examined in various laboratories all over the world. 

   
Fig.19.29. A 2.5 kg brick is supported by a piece of aerogel with a mass of only 2 g. 

Fig.19.30 The “Stardust” dust collector with aerogel blocks. (NASA) 

 

19.6.2 Optical and Dielectric Properties  

 The optical transmission and scattering properties of silica aerogels constitute another group 

of important characteristics, sometimes in conjunction with their thermal properties when a 

transparent thermal insulation is targeted, such as in windows (Figures 19.31, 19.32). The 

transparency and visible light transmittance of silica aerogels can be high, although they all tend to 

scatter the transmitted light to some extent, which reduces their optical quality. The Rayleigh 

scattering due to the solid gel network heterogeneities in the nanometer range is responsible for a 

yellowish coloration of silica aerogel observed in transmission and a bluish coloration when observed 

in reflection mode against a dark background. The scattering due to heterogeneities in the micrometer 

range is responsible for a blurred deformation of optical images .  

https://en.wikipedia.org/wiki/Brick


    
Figure 19.31 A block of aerogel in a person's hand (a), a sample of aerogel at Jet Propulsion 
Laboratory, California Institute of Technology 

  
Figure 19.32  Examples of two aerogel insulation demonstration projects in Switzerland: Transparent 
insulation (right, high-school gymnastic hall in Z€urich) and facade blanket insulation (left, single 
family home in Meilen, ZH). 
 

 A twostep gelation catalysis procedure, previously described, was found to give satisfactory 

transparency results. Typically, aerogels made from TMOS in methanol can be obtained with an 

optical transmittance ratio up to 93% (for ~1 cm thick aerogels) at a wavelength of 900 nm . Silicon 

precursors prehydrolyzed with an acid catalyst and a substoichiometric water molar ratio w = nH2O/nSi 

https://en.wikipedia.org/wiki/Jet_Propulsion_Laboratory
https://en.wikipedia.org/wiki/Jet_Propulsion_Laboratory
https://en.wikipedia.org/wiki/California_Institute_of_Technology


<2 are available on the market  and make it possible to control a more uniform porous texture, as is 

needed for optical applications. Transparency ratio up to 90% together with specific extinction 

coefficient of the order of 15m-1  can be obtained with 1 cm thick aerogels synthesized with such 

prepolymerized precursors (Figure 19.33). 

 
Figure 19.33. Hemispherial (th) and diffuse (td) transmittances of 1 cm thick plates of silica aerogels 

synthesized by a two-step process, from prepolymerized silica precursors 

 

The refractive index of silica aerogels increases with their density r (kg m-3) according to (19.7) 

(2.7) 

 Hence, n is very close to 1, which makes aerogels excellent materials to apply in the radiator 

of Cerenkov counters . In a Cerenkov counter, the radiator is a low-density medium such as an 

aerogel slab, in which electrically charged elementary particles travel with a velocity “v” higher than 

the velocity of light “c” and from where they radiate (emit) photons. An analysis of these photons can 

therefore be used to derive the velocity of the particles and hence their nature. This was one of the 

well-known historical uses of silica aerogels. 

 The relative dielectric constant of silica aerogels can be as low as 1.1 . Hence, thin film silica 

aerogels could be and are being considered as super-low dielectric constant material for integrated 

circuits in computers. It is also possible to modify the surface of silica aerogel to obtain good electret 

materials (i.e., materials that produce a permanent external electric field). 

 

 



19.6.3 Acoustic Properties 

 The acoustic properties of silica aerogels are closely related to their thermal insulation 

properties. The acoustic propagation in aerogels depends on the interstitial gas nature and pressure, 

the aerogel density, and more generally the texture. Silica aerogels are indeed excellent acoustic 

insulators. The propagation of an acoustic wave is attenuated both in amplitude and velocity because 

the wave energy is progressively transferred from the gas to the aerogel solid network, over the entire 

aerogel workpiece thickness. The longitudinal acoustic velocity is typically of the order of 100 m s-1 , 

which makes silica aerogels suitable for applications in acoustic devices. 

 

19.6.4 Entrapment, Release, Sorption, and Storage. Environmental Clean-up and Protection 

 

 The combination of a high specific pore volume, with – in some specific cases – a relatively 

resistant solid SiO2 network, can also be advantageously used to entrap a large variety of molecules 

or nanoparticles. The entrapped species can be luminescent molecules or particles . Hollow silica 

aerogel droplets were also proposed  for the inertial confinement of fluids (ICF), namely, mixtures 

of liquid deuterium and tritium, as the target in fusion experiments under a powerful laser. The 

droplets were generated by a double nozzle reactor; they were stable to radiation and could be wetted 

by deuterium and tritium. In aerogels, the gel network acts as an impurity for the fluids that strongly 

interact with the solid surface. Hence, large fluid NMR signals with long polarization lifetimes can be 

recorded, revealing a very weak specific wall relaxation . This effect can be used to study either the 

gel itself or the trapped fluid. The gel network was, for instance, studied by impregnation with liquid 

131Xe near its critical temperature (Tc of approximately 289 K). Magnetic resonance images were 

obtained, which made it possible to differentiate between aerogels of different densities and 

hydration levels . As far as studies on fluid flow are concerned, the interaction between superfluid 

3He and the silica aerogel network has received significant attention . The solid network introduced 

disorders in these interactions, thus allowing us to suppress the superfluid transition temperature. 

Similarly, when an aerogel is impregnated with a nematic liquid crystal, the gel network randomness 

destroys the crystal long-range order and transforms the liquid crystal into a glassy state. 

Biomaterials can also be successfully immobilized inside aerogels. Inversely, aerogels can be used to 

adsorb or extract some chemical compounds, for instance, to treat waste water, to confine radioactive 

waste , or to filter gases. 

 Investigators have studied the use of aerogels in environmental clean-up or protection 

applications. These applications take advantage of the porous, high surface area nature of the aerogel 



material that can be used to absorb contaminants. Figure 19.34 illustrates the oleophilic and 

hydrophobic nature of TMOS/MTMS aerogels. 

 
Figure 19.34. Demonstration of the oleophilic and hydrophobic nature of TMOS/MTMS aerogels. 
The aerogel monolith was placed in a beaker containing oil and water. Note that the aerogel has 
adsorbed the yellow oil, and is floating at the top of the water. The top part of the silica aerogel 
retains its optical properties, indicating that this aerogel had capacity to absorb additional oil. No oil 
layer is visible on the water surface. 
 

  Superhydrophobic MTMS- or MTES-derived aerogels are certainly a class of remarkable 

materials, but also, they are not ready for large-scale fabrication. As far as potential applications are 

concerned they can only compete in certain well-defined niche markets. Among the most likely 

applications are the removals of oil spills from water surfaces, where the oil exists in the form of a 

thin film, or the clean-up of organic compounds which need to be retrieved no matter the cost. Some 

examples could involve spills of extremely precious compounds in the chemical industry, such as 

active drug ingredients and fine chemicals, for example, pure enantiomer forms of selected organic 

compounds. Perhaps, even the removal of extremely toxic or hazardous metalloorganic compounds 

(e.g., alkyl derivates of heavy metals) can be absorbed by superhydrophobic aerogels and in some 

cases must be retrieved quantitatively. Hence, an application of this type of aerogel compound only 

makes sense, where its performance exceeds state of the art by a considerable amount and if the 

added cost of the material is compensated at least in part by its superior performance. Some of the 

main advantages of these materials are their tremendous uptake capacity on a per weight basis and 

their low density (weight). However, conventional silica-based superhydrophobic aerogels offer 

similar density and uptake capacities. Here, the flexible nature of alkyltrialkoxysilane based aerogels 



offers an additional advantage but it also comes with a higher price tag, at least when dried 

supercritically. Because of their low density and Young’s modulus, these materials also are 

promising dampers for ultrasensitive measurement equipment such as scanning microscopes (AFM, 

STM) or for microoptics and MEMS applications.  

 

19.6.5. Anisotropic Aerogels by Photolithography 

 A general method is presented that allows fabrication of sol–gel materials with anisotropic 

physical properties. The gelation solvent is exchanged with a suitable solution of precursors and 

suitable chemical reactions are triggered in irradiated regions of the monoliths. The physical 

properties of the exposed regions can be varied almost at leisure by changing the precursors. For 

example, metal and sulfide nanoparticles can be formed inside the pores of the matrices and these 

nanoparticles change optical absorption, emission and index of refraction of the exposed regions. 

Polymers can be attached to the walls of the matrix pores, and this allows modulation of mechanical 

strength, hydrophobicity and optical properties. The character of the patterns can be adapted to the 

specific applications by varying the precursor solution. Single-photon reactions are used to generate 

patterns that start on the surface of the monoliths and extend within the bulk of the monoliths. 

Precursors that react when exposed to ionizing radiation are employed to create high aspect ratio 

patterns, and precursors that are dissociated by multiphoton processes are used to produce 

three-dimensional architectures. 

 

19.7. Aerogels as Platforms for Chemical Sensors 

 The unusual properties of aerogels – very high surface area, high porosity, low density – 

render them particularly appealing for sensing applications. 

 One of the first reported uses of silica aerogels is in optical sensing. Photoluminescent silica 

aerogels were generated by exposing the “standard” aerogels to energized ammonia, a reducing gas. 

Oxygen quenches the luminescence of the aerogel. As the collision frequency between gas-phase 

oxygen molecules and the luminescent carriers generated in the aerogel increases, the emission 

intensity decreases due to energy transfer to the oxygen molecules. 

 If an emission signal is due to a single type of luminescent species experiencing one 

microenvironment, the emission signal can be related to the concentration of quencher ([Q]) 

by the Stern–Volmer equation : 

(19.8) 



where I0 is the luminescence intensity in the absence of quencher; I is the luminescence intensity at a 

given concentration of quencher; and KSV is the Stern–Volmer quenching constant. If the luminescent 

species is present in two different environments, each of which has a different accessibility to the 

quencher, a somewhat more complicated equation is required. Figure 19.35 shows Stern–Volmer 

plots for simulated data. 

 
Figure 19.35. Stern–Volmer plots of simulated data. Data shown as blue diamonds are for a 
luminescent species in one microenvironment with KSV = 0.10. Red triangles are for the same 
luminescent species in two microenvironments with 90% of the species having KSV =0.10 and the 
other 10% being nearly inaccessible to the quencher, with KSV= 0.0001. 
 

         
Figure 19.36 a). Schematic representation of covalent attachment of a sensing species (dark blue 
spheres) to the silica sol (light blue spheres).  B) Schematic representation of electrostatic attachment 
of a cationic sensing species (dark blue spheres) to the anionic silica sol (light blue spheres). C) 
Schematic representation of entrapment of a sensing species (dark blue spheres) in the silica sol (light 
blue spheres). Not to scale. 
 

 



 A way to produce an aerogel-based sensor is to incorporate the sensing moiety directly into 

the backbone of the aerogel through covalent attachment, as shown schematically in Figure 19.36a. 

If probe moieties are covalently attached to the silica matrix of the aerogel they cannot leach from the 

aerogel. This is a major advantage. 

 Another approach is to exploit the negative charges on the silica aerogel surface to attract and 

hold probe species via electrostatic attraction. Cations are attracted to the surface via electrostatic 

force, as is shown schematically in Figure 19.36b. 

 Physically entrapping probe species within the matrix is another way to incorporate probes 

into aerogels. Because this approach does not require synthetic modification of either the probe or the 

precursor used, it is potentially a more universal method of incorporating probes. In this case, the 

luminescent probe is simply dissolved in one of the reagents used to prepare the sol-gel. A probe-

doped gel forms. This is an extremely common means of preparing doped xerogels. When dried 

under ambient conditions, the solvent ithin the pores evaporate, but the nonvolatile probes remain 

entrapped within the xerogel, as shown schematically in Figure 19.36c. The solvent extraction 

methods employed when preparing aerogels can make entrapment a more challenging approach for 

doped aerogel preparation. 

 Nanocomposite materials based on silicon nanocrystals embedded into the dielectric SiOx 

matrix have been intensively investigated for applications in different technical areas. It is considered 

that similar materials can be used as a comprehensive matrix for nanoparticles incorporation and 

molecular adsorption in order to create the luminescent nanocomposites, photodetectors, catalysts 

and gas sensors 

 The photoluminescence method has been used to create the chemical sensor based on pressed 

composite systems based on silica aerogel and nanosilicon powders. The effect of  PL quenching of 

considered composite structures in the presence of deionized water and ethyl alcohol solutions in 

water has been studied for sensor is observed. The powdered silica aerogel (ar-SiOx)  

preparation method is based on the gradual water removing from the silicon acid gel. The silica gel, 

prepared from the sodium silicate water solution, was converted into an aerogel by a supercritical 

drying process. The drying process was carried out in an autoclave at supercritical parameters 

(T=240°C and p=8·106 Pa) in the presence of ethanol. These conditions are maintained for a short 

time with subsequent slow pressure reduction down to athmospheric pressure. As prepared material 

was then annealed at 450°C at oxygen athmosphere. Nanocrystalline silicon (nc-Si) powder was 

produced by electrochemical etching of p-Si plates in HF:C2H5OH:H2O electrolyte at constant 

current mode of 50 mAcm-2 during 2,5 hours. Porous powder was then rinsed in ethanol, dried in air 

and thoroughly grated. The final product were characterized to be the silicon nanocrystallites 



surrounded by the porous silicon shell with the mean diameters of (2-3) nm [5]. Their porosity was 

about 60-70%.  The samples used for PL measurements were prepared by pressing the mixture on nc-

Si and ar-SiOx powders with the different nc-Si - ar-SiOx concentration ratio into pellets with 

diameter of about 12 mm and typical thickness of 0,2÷0,3 mm at a pressure of 10 MPa. Fig.19.37a 

shows the image of nanocomposite surface obtained using AFM.  

                                                                                                                                       

  

 

 

     

Fig. 19.37a AFM image of nc-Si/ar-SiOx nanocomposite: the surface morphology 

Fig.19.37b Evolution of non-correlated PL spectra of nc-Si/SiOx sample treated by ethyl alcohol 

solutions with different C2H5OH concentrations: 2 – 96%; 3 – 76%; 4 – 57 %; 5 – 9%; 1 – initial 

sample. 

 

Fig. 19.37b presents the typical PL spectra evolution for  nc- Si/ar-SiOx sample treated by ethyl 

alcohol solutions with different concentration.  It shows that ethyl alcohol effectively quenched the 

photoemission, the most stipulated effect is observed at low-energy region. It's clearly seen that the 

PL quenching effect strongly depends on ethyl alcohol concentration. In particular, the pure ethyl 

alcohol (96%) absorption causes the 27% PL quenching, whereas the pure water (0%) absorption  -  

60%  PL quenching 

 

19.8. Aerogel Cherenkov Counter 

 When a charged particle passes through a transparent medium with a velocity faster than that 

of light in the material, Cherenkov light is emitted. The Cherenkov light is radiated at the Huygens 

wavefront as shown in Figure 19.38a. Here, the particles passes through a medium with speed v and 



the ratio between the speed of the particle and the speed of light is defined as n=v/c, where c is the 

speed of light. n is the refractive index of the medium; therefore, the emitted light waves has a speed 

of c/n. The angle between the direction of the emitted light and that of the particle is defined as y 

(Cherenkov angle) and expressed as follows: 

                                       (19.9) 

 In high-energy physics research, observations and analysis of the Cherenkov light produced in 

transparent silica aerogel blocks can identify charged particles. Since each particle has a 

characteristic mass, any particle can be identified by a simultaneo measurement of its velocity and 

momentum. Hence, information of the velocity obtained by the Cherenkov light is directly translated 

into mass information, and these identifications have led to the success of high-energy physics 

experiments. There are two methods that make use of Cherenkov light for particle identification: 

one is known as the “threshold” type and the other is the “Ring Imaging” type (RICH). The former 

method identifies particle species according to whether Cherenkov light is emitted or not in the 

medium, while the latter measures the Cherenkov angle by observing the position of light on a 

detector. 

             
Figure 19.38. a) Cherenkov light radiation in a transparent medium. B)Photograph of 110 x 110 x10 
mm3 hydrophbic silica aerogel block. 
 

 Figure 19.39 shows a typical model of a threshold-type Cherenkov counter. Silica aerogel is 

filled in a box to which photomultiplier tubes (PMTs) are attached. The refractive index of aerogel is 

set so that the Cherenkov light is emitted for pions but not for kaons. In this way, it is known that 

kaon/pion/proton separation in the momentum region of 1.0–3.5 GeV/c is possible using aerogel with 

low refractive index such as 1.01–1.03. This type of TMSA Cherenkov counter module was tested 



using a 3.5 GeV/c negative pion beam at KEK. TMSA with refractive index is 1.015 and two 2.500 

PMTs were arranged.  

 
Figure 19.39. Schematic view of a typical threshold-type silica aerogel Cherenkov counter. 

 

 
 

Figure 19.40 Schematic view of a ring image Cherenkov counter using silica aerogel blocks. 

 

 Figure 19.40 shows a schematic view of a typical RICH. Its principle is as follows: 

Cherenkov photons emitted from the radiator with Cherenkov angle (y) hit the photocathode. Then 

photoelectrons are released from the CsI photocathode surface. The photoelectrons drift to the anode 

wire and are multiplied around the wire. Then electrical charges are induced on segmented cathode 



pads. From the radius of a reconstructed ring image, particle information (Cherenkov angle (θ), i.e., 

particle speed (β)) can be deduced. 
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Laboratory Work #1 
Calculations of Doping Impurity Concentration and Distribution in 

Silicon 
 
The aim of this laboratory work is to obtain practical experience in calculation and 
modeling of doping impurity distribution in silicon ingots and wafers. 
 
The work includes some concrete tasks and examples of their solutions. 
 
Task 1. 
Plot the doping distribution of arsenic at distances of 10, 20, 30, 40, and 45 cm from the 
seed in a silicon ingot 50 cm long that has been pulled from a melt with an initial 
doping concentration of 1017 cm-3. 
 
Solution 1. 
C0=1017 cm-3 is initial doping concentration; 
k0 (As in Si) = 0.3 is the segregation coefficient of As in Si. 
Cs = k0C0(1-M/M0)k0-1 
where M0 is the initial weight of the a crystal being grown from a melt; M is the mass 
crystal at a given point of growth. 
Cs = 0.3×1017(1-x)-0.7 =3×1016/(1-l/50)0.7 
 
x 0 0.2 0.4 0.6 0.8 0.9 
l (cm) 0 10 20 30 40 45 
Cs (cm-3) 3×1016 3.5×1016 4.28×1016 5.68×1016 1.07×1017 1.5×1017 
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Task 2. 
In silicon, the lattice constant is 5.43 °A. Assume a hard-sphere model. (a) Calculate the 
radius of a silicon atom. (b) Determine the density of silicon atoms in atoms/cm3. (c) 
Use the Avogadro constant to find the density of silicon. 
 
Solution 2. 
(a) The radius of a silicon atom can be expressed as 
r=√3/8 a 
where a is the lattice constant 
so r=√3/8×5.43 = 1.175 °A 
 
(b) The numbers of Si atom in its diamond structure are 8. 
So the density of silicon atoms is 
n=8/a3=8/(5.43)3 = 5.0×1022 atoms/cm3. 
 
(c) The density of Si is 
ρ = (M/6.02×1023)/(1/n) = (28.09 ×5×1022)/(6.02×1023 = 2.33 g/cm3. 
where M is atomic mass of Si; R=6.02×1023 is Avogadro constant. 
 
 
Task 3. 
Assuming that a 10 kg pure silicon charge is used, what is the amount of boron that 
must be added to get the boron-doped silicon having a resistivity of 0.01 Ω-cm when 
one half of the ingot is grown? 
 
Solution 3. 
k0 (B in Si) = 0.8 is the segregation coefficient of B in Si. 
M/M0 = 0.5 
The density of Si is 2.33 g/cm3. 
The acceptor concentration for ρ = 0.01 Ω-cm is 9×1018 c rn-3. 
The doping concentration Cs is given by  
Cs = k0C0(1-M/M0)k0-1 
Therefore  
C0 = Cs /[k0(1-M/M0)k0-1] = 9×1018/[0.8(1-0.5)-0.2] = 9.8×1018 cm-3 

The amount of boron required for a 10 kg charge is 
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10 000 / 2.338 ×9.8x1018 = 4.2×1022 boron atoms 
So that  
10.8 g/mole × (4.2×1022 atoms /6.02×1023 atoms/mole) = 0.75 g boron. 
 
 
Task 4. 
A silicon wafer 1-mm thick having a diameter of 200 mm contains 5.41 mg of boron 
uniformly distributed in substitutional sites. Find (a) the boron concentration in 
atoms/cm3 and, (b) the average distance between boron atoms. 
 
Solution 4. 
(a) The molecular weight of boron is 10.81 
The boron concentration can be given as 
nb = number of boron atoms / volume of silicon wafer  
= [(5.41×10-3 g / 10.81 g ) × 6.02×1023] / (10.02 × 3.14 x 0.1) = 9.78 ×1018 atoms/cm3. 
 
(b) The average occupied volume of everyone boron atoms in the wafer is 
 
V = 1/nb = 1 / 9.78×1018 cm3 
We assume the volume is a sphere, so the radius of the sphere (r) is the average distance 
between two boron atoms. Then 
r = √(3V/4π) = 2.9×10-7 cm. 
 
 
Task 5. 
The seed crystal used in Czochralski process is usually necked down to a small diameter 
(5.5 mm) as a means to initiate dislocation-free growth. If the critical yield strength of 
silicon is 2 x 106 g/cm2, calculate the maximum length of a silicon ingot 200 mm 
diameter that can be supported by such a seed. 
 
Solution 5. 
The cross-section area of the seed is 
π (0.55 / 2)2 = 0.24 cm2. 
The maximum weight that can be supported by the seed equals the product of the 
critical yield strength and the seed's cross-sectional area: 
(2×106) × 0.24 = 4.8×105 g = 480 kg 
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The corresponding weight of a 200-mm-diameteinr got with length l is 
(2.33 g/cm3)π(20.0/2)2 l = 480 000 g  
l = 656 cm = 6.56 m. 
 
 
Task 6. 
Plot the curve of Cs/C0 value for k0= 0.05 in Czochralski technique. 
 
Solution 6. 
We have 
Cs / C0= k0 (1-M/M0)k0-1 
 
Fractional 
solidified 

0 0.2 0.4 0.6 0.8 1.0 

Cs / C0 0.05 0.06 0.08 0.12 0.23 ∞ 
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Task 7. 
A Czochralski grown crystal is doped with boron. Why is the boron concentration larger 
at the tail end of the crystal than at the seed end? 
 
Solution 7. 
The segregation coefficient of boron in silicon is 0.72. It is smaller than unity, so the 
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solubility of B in Si under solid phase is smaller than that of the melt. Therefore, the 
excess B atoms will be thrown-off into the melt, then the concentration of B in the melt 
will be increased. The tail end of the crystal is the last to solidify. Therefore, the 
concentration of B in the tail-end of grown crystal will be higher than that of seed-end. 
 
 
Task 8. 
Why is the impurity concentration larger in the center of the wafer than at its perimeter? 
 
Solution 8. 
The reason is that the solubility in the melt is proportional to the temperature, and the 
temperature is higher in the center part than at the perimeter. Therefore, the solubility is 
higher in the center part, causinga higher impurity concentration there. 
 
 
Control questions: 
1. Describe the silicon growth by Czochralski method. 
2. What is equilibrium segregation coefficient? 
3. Describe the chemical reaction for Si obtaining. 
4. Describe the silicon float-zone process. 
5. A silicon ingot, which should contain 1016 boron atoms/cm3, is to be grown by the 
Czochralski technique. What concentration of boron atoms should be in the melt to give 
the required concentration in the ingot? 



1 
 

Laboratory Work #2 
Modelling of Silicon Oxide Growth 

 
The aim of this laboratory work is to obtain practical experience in modelling of silicon 
oxide growth kinetics in dependence on technological conditions.   
 
The work includes some concrete tasks for modelling silicon oxide growth and 
examples of their solutions. 
 
 
Task 1. 
A p-type <l00>-oriented, silicon wafer with a resistivity of 10 Ω-cm is placed in a wet 
oxidation system to grow a field oxide of 0.45 µm at 1050°C. Determine the time 
required to grow the oxide. 
 
Solution 1. 
Equation for growth kinetics is (with τ=0) is 
x2 +Ax = Bt 
where x is the oxide thickness; t  is the time; A and B are the coefficients.  
For the given temperature T=1050°C. 
B/A=1.5 µm/hr, B=0.47 µm2/hr, (taken from Figs showing dependence of these 
coefficients on temperature for case of T=1050 °C). Therefore A = 0.31 µm. 
The time required to grow 0.45 µm oxide is 
t = 1/B(x2 + Ax) = 1/0.47 × (0.452 + 0.31×0.45) = 0.72 hr = 44 min. 
 
 
Task 2. 
After the first oxidation as given in Task 1, a window is opened in the oxide to grow a 
gate oxide at 1000°C for 20 minutes in dry oxidation. Find the thicknesses of the gate 
oxide and the total field oxide. 
 
Solution 2. 
Equation for growth kinetics in general case is 
x2 +Ax = B(t+τ) 
where τ represents a time coordinate shift to account for the initial oxide layer d0. 

After a window is opened in the oxide for a second oxidation, the rate constants 
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are B: 0.01 µm2/hr, A= 0.116 µm (B/A = 6×10-2 µm/hr). (Taken from Figs showing 
dependence of these coefficients on temperature for case of T=1000 °C). 
If the initial oxide thickness is 20 nm = 0.02 µm for dry oxidation, the value of τ can be 
obtained as followed: 
(0.02)2 = 0.116 (0.02) = =0.01 (0+τ) 
or  
τ= 0.372 hr 
For an oxidation time of 20 min (=1/3 hr), the oxide thickness in the window area is 
x2 + 0.166x = 0.01(0.333+0.372) = 0.007 
or  
x = 0.0350 = 35 nm (gate oxide). 
 
For the field oxide with an original thickness 0 .45 µm, the effective τ is given by 
τ = 1/B × (x2 +Ax) = 1/0.01 (0.452 + 0.166 × 0.45) = 27.71 hr 
x2 + 0/166x = 0.01(0.333 + 27.72) = 0.28053 
or 
x = 0.4530 µm ((an increase of 0.003 µm only for the field oxide). 
 
 
Task 3. 
Show that equation x2 +Ax = B(t+τ) reduces to x2 = Bt for long times and to x = B/A × (t 
+ τ) for short times. 
 
Solution 3. 
x2 +Ax = B(t+τ) 
(x + A/2)2 – A2/4 = B(t +τ)  
(x + A/2)2 = B[A2/4B + (t +τ)]  
when t >>τ, t >>A2/4B  
then, x2 = Bt. 
 
when t ≥τ, t <A2/4B  
then, x = B/A ×(t+τ). 
 
 
Task 4. 
Determine the diffusion coefficient D for dry oxidation of <l00>-oriented silicon 
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samples at 980°C and 1 atm. 
 
Solution 4. 
At 980 °C (=1253 K) and 1 atm, B=8.5×10-3 µm2/hr , B/A = 4×10-2 µm (taken from Figs 
showing dependence of these coefficients on temperature for case of T=980 °C). Since 
A=2D/k, B/A = kC0/C1, C0=5.2×1016 molecules/cm3 and C1 = 2.2×1022 cm-3. 
Here D is the diffusion coefficient; C0 is the molecules concentration in dry oxygen C0= 
5.2 × 1016 molecules/cm3, C1 is the number of molecules of the oxidizing species in a 
unit volume of the oxide, C1=2.2×1022 cm-3; k is the surface reaction rate constant for 
oxidation.  

The diffusion coefficient is given by  
D=Ak/2 = A/2 (B/A × C1/C0) = B/2(C1/C0) = 8.5×10-3/2 × 2.2×1022/5.2×1016 µm2/hr 
=1.79×103 µm2/hr = 4.79×10-9 cm2/s. 
 
 
Control questions: 
1. What is the general equation for oxide growth? 
2. What view has equation of oxide growth for short times of oxidation?  
3. What view has equation of oxide growth for long times of oxidation?  
4. What does parameter τ in the general oxidation equation mean? 
5. What parameters determine the diffusion coefficient? 
 



Numerical Lab #3 

 Quantum-size effects in semiconductor heterostructures 

Quantum tunneling. Resonant tunneling 

Task: Demonstration the effect of resonant tunneling through two-barrier structures. 

Staps:  

1.Open file "quantum tunneling" 

2. Write the parameters set with the same quantum barriers: V1=V2=0.83 eV, barriers 

positions left side 0 and 2; right side 2 and 3. 

3. Choose the regime "plane wave" 

4. Calculate the value of local energy level inside quantum well (for the barriers structure it 

is about V= 0.65 eV) 

5. Sure that similar quantum double-barrier structure has transmission coefficient T ≠ 0 

(T=0.23 or more) 

6. Find the total electron energy at which the transmission coefficient will be maximum. 

 

 

quantum-tunneling_en2b.jnlp 
quantum-tunneling_en.jnlp 
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	For the case of Barium Titanate ceramic, the large cation A is Ba+2, smaller cation B is Ti+4. The unit cell of perovskite cubic structure of Barium Titanate is shown in Fig. 10.17. The piezoelectric properties of the perovskite-structured materials c...
	Fig. 10.17. Crystalline structure of a Barium Titanate (Perovskite structure).
	PZT ceramics. Conventionally, PZT powder is synthesized by using solid-state reaction method, with PbO (Pb3O4), ZrO2, and TiO2 oxide powders as starting materials. Mixtures of the three oxide powders with nominated compositions of PZT are ball milled ...
	Based on this basic composition, a large number of modifications have been adapted to cater for the requirements of different applications. According to international convention, piezoceramics are divided into two groups: soft and hard PZT ceramics. S...
	Commercially available oxide powders have relatively large grain/particle sizes. The synthesis of PZT with these powders requiring a high calcination temperature form the perovskite phase [37]. Figure 10.20 shows representative microstructural propert...
	More recently, a novel technique, mechanochemical synthesis with high-energy ball milling, was employed to synthesize PZT powders [17]. In this method, the formation of designed compounds is due to the reactions of oxide precursors which are activated...
	Fig. 10.20. Variation in mean grain size, D, and homogeneous deformation parameter, d, as a function of the content of PbTiO3 in the PZT system. The symmetries are designated as R rhombic, Rh rhombohedral, T tetragonal, and MR1 and MR2 denote morphotr...
	Fig. 10.21. XRD patterns of the mixtures for PbZr0.52Ti0.48O3 milled for different times, using a planetary high-energy ball mill and tungsten carbide (WC) media [40].
	10.4.3. Thin Film Piezoelectrics. PZT Films
	Both zinc oxide (ZnO) and aluminum nitride (AlN) are simple binary compounds that have Wurtzite type structure, which can sputter-deposited in a c-axis oriented thin films on variety of substrates. ZnO has reasonable piezoelectric coupling and its thi...
	For applications in microelectromechanical system (MEMS), PZT thin films or thick films should be used [41]. Although there is no restricted definition, thin films usually have thicknesses of <1 (m and thick films are those with thickness of >1 (m. In...
	Figure 10.23 shows a flow chart for deposition of PZT films by using a sol-gel technique [42]. Pb(CH3COO)2(5H2O is dissolved in CH3COOH at 120(C, while Zr[CH3(CH2)2CO]4 and Ti[(CH2)2CHO]4 are stabilized with acetylaceton. They are then mixed to form 5...
	Figure 10.24 shows XRD patterns of the PZT films deposited for 1–6 times [42]. Pervoskite phase has been well formed in all films, which means that the annealing temperature of 700(C is sufficient. There is no pyrochlore phase in all samples. The samp...
	Fig. 10.23. Flow chart for deposition of PZT films with a modified sol-gel technique to produce single layer of PZT with sufficient thickness for thick film fabrication [42].
	Figure 10.26 shows surface SEM images of selected PZT films [42]. All films have dense and crack-free microstructure. The average grain size slightly increases with increasing thickness, which can be readily attributed to increasing number of annealin...
	More recently, a new approach, called nanocomposite processing route, has been proposed to incorporated high-energy ball milling technique with sol-gel process to deposit thick films, which cannot be realized using the typical sol-gel with solution pr...
	PZT ceramics have been prepared from the nanocomposite precursors at much lower temperature than that required by the conventional ceramic process [47]. Fully dense PZT ceramics can be achieved after sintering at a temperature as low as 800(C. Interes...
	Fig. 10.26. Surface SEM images of the PZT films deposited for different times (layers): a- 1, b- 2, c- 3 and d- 5 [42]. Grain size of the films gradually increases with increasing thickness.
	10.5. Piezoelectric Material Applications

	Fig. 10.36. Various vibration modes possible with piezoelectric ceramics.
	10.5.1. Piezoelectric Sensors
	When speaking of piezoelectric sensors, it is necessary to distinguish between the axial sensor (Fig. 10.37) and the bending sensor (Fig. 10.38). Axial sensors are subjected to a force in the polarization direction (33 mode) whereas the force on bendi...
	Axial sensors can either be made from bulk material (single layer) or frommultilayer (cofired component), where the latter introduces new options such as active feedback mechanisms serving the aim to constantly monitor the functionality of the sensor.

	- ultrasonic piezo sensors in the detection of acoustic emissions in acoustic emission testing;
	10.5.2. Piezoelectric Generator and Energy Harvesters
	Piezoelectric energy harvesters at the sub-micron-scale have infinite scope for research and application in upcoming technologies [58]. Devices for wireless technologies [59] and medical applications for replacing vital human organs need to be small a...
	Vibration energy harvesting based on piezoelectric materials can potentially be applied to power supplies for low-power electronic devices, such as structural health monitoring systems, wireless devices and semi-active vibration control systems. Desir...
	As shown in Fig, 10.44(a), the standard interface includes a diode rectifier and a filter capacitor. The terminal electric load is modeled by an equivalent resistor RL. To calculate the power output of the interface under the condition of single mode ...
	(35)
	where um is the displacement amplitude of mechanical vibration. The other three popular interfaces are the voltage double interface [68], a synchronous electric charge extraction (SECE) [69], and synchronized switch harvesting on inductor (SSHI) [65, ...
	Fig. 10.44. For electrical interfaces for energy harvesting. SECE: synchronous electric charge extraction, SSHI: synchronized switch harvesting on inductor.
	The application of piezoelectric materials for energy harvesting has been realized at creation of high voltage and power sources (Fig. 10.45).

	10.5.3. Piezoelectric Actuators and Motors
	Multilayer linear actuators. Ceramic multilayer linear actuator products harness the full potential of thepiezoelectric effect at very low operating voltages. Multilayer piezoelectric actuators are co-fired multilayer ceramics typically with a height ...
	Multilayer bending actuators. Ceramic multilayer bender products harness the full potential of the piezoelectric effect at very low operating voltages. Multilayer piezoelectric benders are single co-fired ceramic components with ceramic layers and int...
	Fig. 10.47. Benders: (a) plate principle and (b) ring principle.
	Shear actuators. Based on the piezoelectric shear mode, shear actuators can be made more compact and have higher resonant frequencies than conventional piezo actuators. In addition, their low capacitance results in reduced power requirements for a giv...

	Same examples of actuators and the action are listed below.
	Piezoelectric motors. A piezo motor is based on the change in mechanical shape of a piezoelectric material when an tension is applied (Fig.10.49). The material produces ultrasonic or acoustic vibrations and produces a linear or rotary motion. Types of...
	Fig.10.49. Piezoelectric motor.
	Fig. 10. 50. The composition and operation principle of the composite type piezoelectric motor [79].

	10.5.4. Piezoelectric Acustic Transducers
	A transducer is a device that converts a signal in one form of energy to another form of energy [80]. Energy types include (but are not limited to) electrical, mechanical, electromagnetic (including light), chemical, acoustic and thermal energy. While...
	where F is the body force per unit volume, J is the induced current density, and H is the static magnetic field. This results in ultrasound generation at the frequency of the current flowing through the wire. EMATs do not require any couplant for ultr...
	Fig. 10.54. Schematic of cross-section of (a) CMUT and (b) PMUT [88].
	Capacitive MUTs utilize a vibrating membrane that is electrostatically actuated. The performance of CMUTs equals that of the conventional piezoelectric transducers in terms of the bandwidth, the dynamic range, the electromechanical coupling coefficien...
	Piezoelectric MUTs use the piezoelectric effect to vibrate the membranes. The PMUT consists of multilayered membranes one of which is a piezoelectric film. When a drive voltage is applied, the piezoelectric layer strains and generates the necessary de...
	does not require a DC bias [96].
	10.5.5. Other piezoelectric applications
	Reduction of vibrations and noise. Different teams of researchers have been investigating ways to reduce vibrations in materials by attaching piezo elements to the material. When the material is bent by a vibration in one direction, the vibration-redu...
	Surgery. A recent application of piezoelectric ultrasound sources is piezoelectric surgery, also known as piezosurgery [97]. Piezosurgery is a minimally invasive technique that aims to cut a target tissue with little damage to neighboring tissues. For...
	Photovoltaics. The efficiency of a hybrid photovoltaic cell that contains piezoelectric materials can be increased simply by placing it near a source of ambient noise or vibration. The effect was demonstrated with organic cells using zinc oxide nanotu...

	Potential applications. In recent years, several attempts at the macro-scale application of the piezoelectric technology have emerged [107 - 109] to harvest kinetic energy from walking pedestrians. The piezoelectric floors have been trialed since the ...

	10.6. Conclusions.
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	Chemical. Graphene is the only form of carbon (and generally all solid materials) in which each single atom is in exposure for chemical reaction from two sides (due to the 2D structure). It is known that carbon atoms at the edge of graphene sheets hav...
	Electronic spectrum. Electrons propagating through graphene's honeycomb lattice effectively lose their mass, producing quasi-particles hat are described by a 2D analogue of the Dirac equation rather than the Schrödinger equation for spin-1⁄2particles ...
	Dispersion relation. Using a conventional tight-binding model the dispersion relation produces energy of the electrons with wave vector k is [144, 145].

	Single-atom wave propagation. Electron waves in graphene propagate within a single-atom layer, making them sensitive to the proximity of other materials such as high-κ dielectrics, superconductors and ferromagnetics.
	Electron transport. Experimental results from transport measurements show that graphene has a remarkably high electron mobility at room temperature, with reported values in excess of 15,000 cm2 V−1 s−1. Additionally, the symmetry of the experimentally...
	Anomalous quantum Hall effect. The quantum Hall effect is a quantum mechanical version of the Hall effect, which is the production of transverse (perpendicular to the main current) conductivity in the presence of a magnetic field. The quantization of ...
	Strong magnetic fields. In magnetic fields above 10 Teslas or so additional plateaus of the Hall conductivity at σxy = νe2/h with ν = 0, ±1, ±4 are observed [168]. A plateau at ν = 3 [169] and the fractional quantum Hall effect at ν = 1⁄3 were also re...
	Saturable absorption. Such unique absorption could become saturated when the input optical intensity is above a threshold value. This nonlinear optical behavior is termed saturable absorption and the threshold value is called the saturation fluence. G...
	Nonlinear Kerr effect. Under more intensive laser illumination, graphene could also possess a nonlinear phase shift due to the optical nonlinear Kerr effect. Based on a typical open and close aperture z-scan measurement, graphene possesses a giant non...
	Fracture Toughness. The researchers have indicated that despite its strength, graphene is also relatively brittle, with a fracture toughness of ~4 MPa√m. This indicates that imperfect graphene is likely to crack in a brittle manner like ceramic materi...

	Electronics. For integrated circuits, graphene has a high carrier mobility, as well as low noise, allowing it to be used as the channel in a field-effect transistor. Single sheets of graphene are hard to produce and even harder to make on an appropria...
	Transistors. Graphene exhibits a pronounced response to perpendicular external electric fields, potentially forming field-effect transistors (FET) (Fig. 14.53). FETs with an on-off ratio of ~30 at room temperature has been obtained. Also an all-graphe...
	Fig. 14.53. (a) Graphene transistor. (b) Illustration of tunneling transistor based on vertical graphene heterostructures. Tunneling current between two graphene layers can be controlled by gating. (c) Schematic diagram of graphene-BN resonant tunneli...
	Graphene does not have an energy band-gap, which presents a hurdle for its applications in digital logic gates. The efforts to induce a band-gap in graphene via quantum confinement or surface functionalization have not resulted in a breakthrough. The ...
	Capitalizing on graphene’s electrical awesomeness, HRL Laboratories (owned by Boeing and General Motors) built the world’s first functional radio frequency (RF) transistor using graphene in 2008. The tiny device, known as an RF field-effect transistor...
	The electronic circuit can be also created based on grephene nanoribbons (Fig. 14. 54).
	Fig. 14. 54. Conceptual drawing of an electronic circuit composed of interconnected graphene nanoribbons (black atoms) that are epitaxially grown on steps etched in silicon carbide (yellow atoms). Electrons (blue) travel ballistically along the ribbon...
	Trilayer graphene. An electric field can change trilayer graphene's crystal structure, transforming its behavior from metal-like to semiconductor-like. A sharp metal scanning tunneling microscopy tip was able to move the domain border between the uppe...
	Silicon transistors function as either p-type or n-type semiconductors, whereas graphene could operate as both. This lowers costs and is more versatile. The technique provides the basis for a field-effect transistor. Scalable manufacturing techiques h...

	Transparent conducting electrodes. Graphene's high electrical conductivity and high optical transparency make it a candidate for transparent conducting electrodes, required for such applications as touch screens, liquid crystal displays, organic photo...
	Large-area, continuous, transparent and highly conducting few-layered graphene ﬁlms were produced by chemical vapor deposition and used as anodes for application in photovoltaic devices. A power conversion efficiency (PCE) up to 1.71% was demonstrated...
	Organic light-emitting diodes  (OLEDs) with graphene anodes have been demonstrated in [207]. The electronic and optical performance of graphene-based devices are similar to devices made with indium tin oxide.
	A carbon-based device called a light-emitting electrochemical cell (LEC) was demonstrated with chemically-derived graphene as the cathode and the conductive polymer PEDOT as the anode [208]. Unlike its predecessors, this device contains only carbon-ba...
	Ethanol distillation. Graphene oxide membranes allow water vapor to pass through, but are impermeable to other liquids and gases [209]. This phenomenon has been used for further distilling of vodka to higher alcohol concentrations, in a room-temperatu...
	Solar cells. Graphene has a unique combination of high electrical conductivity and optical transparency, which make it a candidate for use in solar cells. A single sheet of graphene is a zero-bandgap semiconductor whose charge carriers are delocalized...
	Graphene's high charge mobilities recommend it for use as a charge collector and transporter in photovoltaics (PV). Using graphene as a photoactive material requires its bandgap to be 1.4–1.9 eV. Single cell efficiencies of nanostructured graphene-bas...
	Large scale production of highly transparent graphene films by chemical vapor deposition was achieved. In this process, ultra-thin graphene sheets are created by first depositing carbon atoms in the form of graphene films on a nickel plate from methan...
	Silicon generates only one current-driving electron for each photon it absorbs, while graphene can produce multiple electrons. Solar cells made with graphene could offer 60% conversion efficiency – double the widely accepted maximum efficiency of sili...
	Fuel cells. Appropriately perforated graphene (and hexagonal boron nitride hBN) can allow protons to pass through it, offering the potential for using graphene monolayers as a barrier that blocks hydrogen atoms but not protons/ionized hydrogen (hydrog...


	Sensors
	Molecular adsorbtion. Theoretically graphene makes an excellent sensor due to its 2D structure. The fact that its entire volume is exposed to its surrounding environment makes it very efficient to detect adsorbed molecules. However, similar to carbon ...
	Piezoelectric effect. Density functional theory simulations predict that depositing certain adatoms on graphene can render it piezoelectrically responsive to an electric field applied in the out-of-plane direction. This type of locally engineered piez...
	Body motion. Rubber bands infused with graphene("G-bands") can be used as inexpensive body sensors. The bands remain pliable and can be used as a sensor to measure breathing, heart rate, or movement. Light weight sensor suits for vulnerable patients c...

	Medicine
	Tissue engineering. Graphene has been investigated for tissue engineering. It has been used as a reinforcing agent to improve the mechanical properties of biodegradable polymeric nanocomposites for engineering bone tissue applications [216]. Dispersio...
	Contrast agents/bioimaging. Functionalized and surfactant dispersed graphene solutions have been designed as blood pool MRI contrast agents [217]. Additionally, iodine and manganese incorporating graphene nanoparticles have served as multimodal MRI-CT...
	Polymerase chain reaction. Graphene is reported to have enhanced PCR by increasing the yield of DNA product [222]. Experiments revealed that graphene's thermal conductivity could be the main factor behind this result. Graphene yields DNA product equiv...
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	Fig. 15.4. Schematic illustration of Si whisker growth from the reaction SiCl4 and H2 vapor phase. This reaction is catalyzed by gold-silicon droplet  deposited on the wafer surface prior to whisker growth.
	Typical features of the VLS method are (i) greatly lowered reaction energy compared to normal vapor-solid growth, (ii) wires grow in the areas activated by the metal catalysts and the size and position of the wires are determined by that of the metal ...
	The catalyst must form a liquid solution with the crystalline material to be grown at the nanowire growth temperature. The solid solubility of the catalyzing agent is low in the solid and liquid phases of the substrate material. The equilibrium vapor ...
	In the next step, a photocurable polymer, such as polyurethane (PU), is used as a glue to bind the GaAs wires to a polyethylene terephthalate (PET) substrate. Placing the PDMS stamp (with GaAs wires) against a PET sheet coated with a thin layer of PU ...
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